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Introduction

PMSA Journal: Spotlighting Analytics Research

PMSA is pleased to announce the 2025 Journal 
of the Pharmaceutical Management Science 
Association (PMSA), the official research 
publication of PMSA

The Journal publishes manuscripts that 
advance knowledge across a wide range 
of practical issues in the application of 
analytic techniques to solve Pharmaceutical 
Management Science problems, and that 
support the professional growth of PMSA 
members. Articles cover a wide range of peer-
reviewed practice papers, research articles 
and professional briefings written by industry 
experts and academics. Articles focus on 
issues of key importance to pharmaceutical 
management science practitioners.

If you are interested in submitting content for 
future issues of the Journal, please send your 
submissions to info@pmsa.org.

GUIDELINES FOR AUTHORS
Summary of manuscript structure: An 
abstract should be included, comprising 
approximately 150 words. Six key words are 
also required. All articles and papers should 
be accompanied by a short description of the 
author(s) (approx. 100 words). 

Industry submissions:  For practitioners 
working in the pharmaceutical industry, and the 
consultants and other supporting professionals 
working with them, the Journal offers the 
opportunity to publish leading-edge thinking to 
a targeted and relevant audience.

Industry submissions should represent 
the work of the practical application of 

management science methods or techniques 
to solving a specific pharmaceutical marketing 
analytic problem. Preference will be given to 
papers presenting original data (qualitative 
or quantitative), case studies and examples. 
Submissions that are overtly promotional are 
discouraged and will not be accepted.

Industry submissions should aim for a length 
of 3000-5000 words and should be written in 
a 3rd person, objective style. They should be 
referenced to reflect the prior work on which 
the paper is based. References should be 
presented in Vancouver format.

Academic submissions:  For academics 
studying the domains of management science in 
the pharmaceutical industry, the Journal offers 
an opportunity for early publication of research 
that is unlikely to conflict with later publication 
in higher-rated academic journals.

Academic submissions should represent 
original empirical research or critical 
reviews of prior work that are relevant to the 
pharmaceutical management science industry. 
Academic papers are expected to balance 
theoretical foundations and rigor with relevance 
to a non-academic readership. Submissions 
that are not original or that are not relevant to 
the industry are discouraged and will not be 
accepted.

Academic submissions should aim for a length 
of 3000-5000 words and should be written in 
a third person, objective style. They should be 
referenced to reflect the prior work on which 
the paper is based. References should be 
presented in Vancouver format. 
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Expert Opinion Submissions:  For experts 
working in the Pharmaceutical Management 
Science area, the Journal offers the opportunity 
to publish expert opinions to a relevant 
audience.

Expert opinion submissions should represent 
original thinking in the areas of marketing 
and strategic management as it relates to the 
pharmaceutical industry. Expert opinions could 
constitute a review of different methods or data 
sources, or a discussion of relevant advances in 
the industry. 

Expert opinion submissions should aim for 
a length of 2000-3000 words and should be 
written in a third person, objective style. While 
references are not essential for expert opinion 
submissions, they are encouraged and should 
be presented in Vancouver format.

Industry, academic and expert opinion authors 
are invited to contact the editor directly if they 
wish to clarify the relevance of their submission 
to the Journal or seek guidance regarding 
content before submission. In addition, 
academic or industry authors who wish to 
cooperate with other authors are welcome to 
contact the editor who may be able to facilitate 
useful introductions. 

Thank you to the following reviewers 
for their assistance with this issue of the 
PMSA Journal:

Pushpendra Arora, Merck
Kanchana Chandra , Amgen
Nathan Corder, Eli Lilly and Company
Hetu Gadhia, Merck
Ewa Kleczyk, Target RWE
Wendy Lawhead, Pfizer
Eren Sakinc, Bayer
J.P. Tsang, Bayser
Ray Wolson, Sandoz
Devesh Verma, Axtria
James Young, UCB

Editor: Srihari Jaganathan, UCB
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ARTICLE 1

Using Longitudinal Claims Data to Predict Response 
Uptake in Rare and Ultra-Rare Diseases
Jerry A. Rosenblatt, PhD – Rosenblatt Life Science Consultants
Adrian Ghenadenik, PhD – Rosenblatt Life Science Consultants
Rhys Rosenberg – Rosenblatt Life Science Consultants
Ashwin Anand – FORIAN Inc.

Abstract: The development of treatments for rare and ultra-rare diseases faces several key challenges. 
These include limited knowledge about the diseases themselves, the complexity involved in obtaining robust 
clinical evidence, and the inherent difficulties associated with recruiting sufficient numbers of patients for 
clinical trials. Moreover, the development of these treatments requires significant investment in research and 
development. The objectives of this study were to identify and define the potential attributes of both products 
and markets that impact the uptake of treatments in rare disease markets. This was achieved by analyzing 
longitudinal medical and patient claims data, allowing us to develop a better understanding of the market 
dynamics for these types of diseases.

Introduction

Rare diseases (RDs) are increasingly a priority 
area of focus for both public health and the 
pharmaceutical industry. There is no single 
definition of what constitutes a rare disease; in 
the United States, the most common threshold 
is based on the 1983 Orphan Drug Act,1 which 
defines RDs as those having a prevalence of less 
than 200,000. Many jurisdictions, including 
the European Union and Japan, use definitions 
somewhat similar to that of the US, typically 
fluctuating around 4-5/10,000 (vs. 6.4/10,000 
in the US), nonetheless, other thresholds differ 
significantly, for example in Australia, where a 
1.2/10,000 limit is used.2

The number of RDs is not exactly known, and 
estimates vary widely. The reasons behind this 
variability include the lack of consistency in 
defining prevalence limits and discrete disease 
entities, significant differences in incidence 
among countries and jurisdictions, and 
inconsistencies in terminology related to what 
constitutes a rare disease.3,4 A 2020 analysis 
of the OrphaNet database identified 6,172 
clinically unique RDs,5 within a similar range 
to the 5,000-8,000 cited in other sources.3,6 
Approximately 4% of RDs account for about 
80% of the cumulative RD disease prevalence, 
while the remainder is largely composed of 
extremely infrequent conditions: about 85% of 
RDs have a point prevalence of <1/1,000,000,5 
and therefore may be categorized as ultra-rare. 
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 Figure 1: Characteristics of rare disease

The majority of RDs are thought to be primarily 
of genetic origin, and between 50% to 75% of 
them have a pediatric onset.7 Furthermore, while 
the prevalence of any given RD is very limited, 
estimates suggest a cumulative global prevalence 
ranging between 3.5% to 5.9%; actual prevalence 
may be even higher.3,7 When considering 
patients, their families, and caregivers, rare 
diseases are estimated to impact more than 1 
billion people worldwide. The burden of RDs is 
high: studies conducted in the past two decades 
estimate that between 20% and 60% of deaths 
among newborns, infants, and children are due 
to rare diseases. Furthermore, approximately 
55% to 65% of RDs are associated with 
significantly reduced life expectancy.6 

Regardless of their individual characteristics, 
RDs are, at best, challenging to manage from 
a clinical perspective. Very few physicians 
have enough experience to diagnose and 
manage most RDs, and even when properly 
diagnosed, appropriate clinical management 
is difficult to achie3. Incorrect or delayed 
diagnoses occur frequently, typically requiring 
visits with numerous healthcare professionals, 

several diagnostic tests, and in many cases, 
going through several inadequate medical 
treatments.8,9 A recent European survey covering 
41 countries reported a 4.7-year median time 
to diagnosis, with 25% of patients experiencing 
even longer delays.8 

Currently, only about 5% of rare diseases have 
approved pharmacological treatments,10,11 
highlighting the need for further research and 
development in this area. Nonetheless, due 
to an increasing focus on RDs, the number of 
orphan drug approvals has grown exponentially, 
from 93 treatments garnering initial approval 
between 1990 to 1999, to a similar number of 
drug approvals in only three years, between 
2020 and 2022.12 Moreover, more than half of all 
new drugs approved by the FDA between 2018 
and 2023 had an orphan drug designation.13 To 
date, almost 40% of orphan drug approvals have 
been for rare oncological diseases; however, 
more recently other therapeutic areas, such as 
cardiology, hematology, endocrinology, and 
nephrology have seen considerable growth in 
drug approvals.10,12,13
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Figure 2: Objectives of analysis

Research and development of treatments for 
rare diseases is particularly challenging due 
to several factors. First, the sheer number of 
RDs results in limited knowledge about any 
individual condition, including their natural 
history, diagnosis, and potential treatment 
pathways. Second, their small prevalence and 
population diversity often limits clinical trial 
design options and makes patient recruitment 
inherently difficult. Finally, given the reasons 
described above, developing treatments for 
RDs requires considerable investment, which is 
often associated with relatively low probability 
of success.

Several efforts are being deployed by the FDA 
to foster development of RD treatments. These 

include 1) CDER’s (Center for Drug Evaluation 
and Research) Accelerating Rare disease Cures 
(ARC) program, seeking to provide strategic 
direction and coordination of CDER’s activities 
in RDs, 2) the establishment of a Rare Disease 
Innovation Hub, focusing on conditions 
where the natural history of disease is not 
well understood, 3) the launch of a Genetic 
Metabolic Diseases Advisory Committee, with 
the objective of advising the FDA on the efficacy 
and safety of drugs targeting genetic metabolic 
diseases, 4) the implementation of the START 
pilot program, designed to provide knowledge 
seeking facilitate more efficient development 
of potentially life-saving RD treatments, and 5) 
the RDEA pilot program, designed to support 
the development of efficacy endpoints.13,14

Research Objectives

The complex and poorly understood 
characteristics of rare diseases make research 
in this area a priority. Furthermore, given 
the inherent risks associated with drug 

development for RDs highlight the need to 
better understand the factors that may influence 
the uptake of drugs in this space. Therefore, 
the objective of this study was to identify 
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and define the potential attributes of both 
products and markets that impact the uptake of 
treatments in rare disease markets. Specifically, 
using longitudinal medical and patient claims 
data, we sought to identify potential drivers 
of product adoption, focusing on product and 
market attributes that influence the shape and 
timing of uptake curves. In addition, we aimed 
to develop insights into how different market 
dynamics, such as company size, product 
efficacy, and unmet medical needs, affect the 
speed of adoption.

Methodology 

Product Selection

This study utilized a HIPAA-compliant 
anonymized, patient-level longitudinal medical 
and pharmaceutical hybrid claims database 
from Forian Inc.

Establishing the list of products to be 
considered in this analysis required a 
qualitative assessment of products launched 
in the past 10 years, evaluating whether the 
product fit the criteria of a launch in the rare 
disease space. Using the FDA rare disease 
definition, utilization and patient claim data for 
all products in the Forian CHRONOS database 
was examined. Since data gaps may exist in 
patients claims data, and sample sizes may 
be too small in some indications, products 
included in these analyses were selected 
based on the completeness of data records 
and sufficient number of patient records. In 
addition, only products that had at least 2 years 
of historical claims were included. The final 
selection included 38 products.

Qualitative and Quantitative Product 
Assessment

Each product was characterized using a list of 
product attributes based on their likelihood to 

impact product uptake. Clinical, commercial 
and disease-level variables were evaluated using 
a combination of qualitative and quantitative 
research to develop product profiles for the 
various prospective launches of interest.

Patient Curve Analysis

Using the Forian CHRONOS patient claims 
database, patient treatment journeys were 
constructed using longitudinal identifiers at 
the pharmacy and procedure level. Products 
were deemed to have valid quarterly data at 
the individual patient level if at least one claim 
was recorded at the pharmacy or procedure 
level associated with the product. A raw patient 
uptake curve could then be created for each 
of the 38 product launches, representing the 
quarterly patient counts for each product of 
interest. 

Anomaly Detection and Normalized 
Uptake Curves

A qualitative review was performed on the 
38 product launches identifying anomalies 
in the curves that were unlikely to be directly 
associated with the launch. The objective of 
this analysis was to identify the uptake of 
products in the absence of confounding factors 
such as supply issues or data gaps, among 
others. Therefore, using time series statistical 
forecasting techniques, the raw uptake curves 
for the 38 product launches were transformed 
into normalized curves removing the influence 
of potential confounding factors. To facilitate 
curve comparison, each update curve was 
forced to a scale of 0% to 100%, where 100% 
was considered “peak” share using a qualitative 
definition of the patient counts increasing by 
less than 2% per quarter.
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Results

As shown in Figure 3, analyses revealed that rare and ultra-rare disease treatments experience 
significantly faster adoption compared to drugs in non-rare diseases. The vast majority follow an 
‘R-shaped’ uptake curve, characterized by steep early adoption, rapid growth, and a relatively short 
time to peak. On average, 40%, 60%, and 80% of peak patient volume was achieved at years 1, 2, 
and 3, respectively, with peak penetration evidenced by year 5. This is in contrast to results from 
analyses in non-rare diseases conducted by the authors, which show slower rates of adoption and 
a longer time to peak, with 20% of eventual peak share penetration achieved no earlier than 1 year 
after launch, a peak penetration attained, on average, after at least 6 years post-launch.

Figure 3: Type of uptake curve for rare disease products

Figure 4: The longest uptake curves were exhibited by small companies

Figure 4 shows that products that took the longest time to peak (≥25 quarters compared to the 
average of 20 quarters) were launched and marketed by small-medium companies. The one 
exception in the figure below is currently marketed by a large company but was launched by a small-
medium company. 
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Figure 5 shows that new treatments with superior efficacy compared to drugs already marketed at 
the time of launch experienced faster uptake and reached peak approximately 3 quarters earlier 
(19 vs 22). What was observed was that in higher unmet need disease states, efficacy was the main 
driver of uptake. In contrast, in lower unmet need markets, factors such as route of administration 
and safety played a more significant role in driving the speed of uptake.

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Quarters	since	launch

Superior	Efficacy Similar	Efficacy

Figure 5: Patient uptake curves by efficacy rating

Discussion

Results from these analyses provided evidence 
of several factors potentially influencing new 
products’ uptake in rare diseases. Differences 
by attributes and general direction of findings 
were in line with expectations. Order of entry, 
efficacy rating, level of unmet need, and 
company size (likely a surrogate for launch 
marketing and prowess) were highly correlated 
to attained peak patient volume.i

Confirming preliminary expectations, there was 
a very strong association between efficacy and 
unmet need (i.e. only suboptimal or no effective 
treatment options were available at the time 
of launch). Conversely, in indications where 
treatment options existed at the time of launch, 

therefore lowering the level of unmet need, 
more products with similar efficacy relative 
to prior treatments were available. Unmet 
need was a significant driver of patient volume 
uptake; in indications with greater unmet need, 
improvements in product efficacy, regardless of 
their magnitude, were associated with a marked 
increase in speed of uptake compared to similar 
efficacy products.

Results from this analysis also highlighted 
the importance of other product attributes as 
potential drivers of product uptake. As unmet 
needs become progressively satisfied due to 
the availability of treatments providing at least 
minimally acceptable efficacy, other factors 

i In subsequent analysis not reported in this paper, the authors have identified that these variables, as well as others were 
statistically significant predictors of attained peak patient volume.
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including order of entry, company size, and 
disease classification (rare vs ultra-rare) were 
associated with speed of uptake.

As in non-rare disease markets, order of entry 
(OOE) in rare diseases may influence the rate 
of product uptake. A small, but detectable OOE 
effect was found in these analyses. Nonetheless, 
since this attribute was highly correlated with 
efficacy, these results may be at least partially 
confounded, suggesting that later products may 
be more likely to have a similar or marginally 
superior efficacy profile, therefore modifying the 
potential effect of OOE.

Another interesting finding from these analyses 
was the potential influence of company size on 
the uptake of rare disease products. Compared 
to small-to-medium sized companies, products 
marketed by large companies reached peak 
patient penetration significantly earlier. 
Several factors may explain this difference, 
most likely related to promotional investment 
levels, increased geographical reach, and prior 
experience in rare disease product marketing.

Finally, analyses also showed differences in 
uptake between rare and ultra-rare disease 
products. In line with expectations, products 
launched in ultra-rare indications displayed 
a faster uptake rate than that of rare disease 
products. As was the case with other attributes, 
these differences may be due to some 
confounding with unmet need but may be also 
reflective of companies’ ability to reach more 
limited patient populations.

Challenges and Caveats

Several challenges were identified during the 
analysis. As with all transactional RWD data 
sources, the prescription claims data included 
in this analysis were limited to patient and 
treatment characteristics required to complete a 

healthcare revenue cycle for prescription drugs. 
When modeling outcomes using healthcare 
claims data, there is potential for missing data, 
misclassification, or unmeasured confounding 
to threaten the internal and external validity 
of the analysis. These threats are minimized 
in CHRONOS due to the linked nature of 
the data source, combining patient data 
from multiple sources; CHRONOS combines 
prescription data captured from healthcare 
payers, clearinghouses, switches, and other 
sources; Not only is missingness in patient 
treatment reduced but this expansive data 
source represents a large proportion of the US 
population reducing issues of generalizability in 
rare disease cohorts.

One limitation was that the data in the 
analytical sample were restricted to prescription 
claims captured within the Forian CHRONOS 
ecosystem. Forian/CHRONOS does contain 
the full claim adjudication lifecycle and future 
data analysis is expected to include this 
additional dimensionality. This may have led 
to gaps in the data if certain prescriptions were 
processed outside traditional claims channels. 
Additionally, specialty pharmacy distribution 
channels and the possibility of some 
manufacturers blocking the claims of certain 
products posed challenges for data capture. 

The example (see Figure 6) shows how a 
product’s medical or Rx claim may be impacted 
by negotiated contracts that non-insiders may 
not have visibility to. To correct for these types 
of data anomalies, each product curve was 
individually reviewed, using “best practice” 
approaches to understand trend breaks. As 
shown in this example, a simple examination of 
the claims versus “reported net sales” suggests 
that the trend break is artificial, likely due 
to a data capture issue. The authors applied 
traditional trending tools to adjust curves and 
peak patient volume assessment.
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 Figure 6: Challenges of using real-world data

 Figure 7: Conclusions of the analysis

Despite these limitations, the analysis was 
strengthened by the expansive nature of the 
CHRONOS dataset, which includes patient 
data from a wide range of healthcare providers 
and payers, helping to reduce issues related to 
missing data or generalizability.

Conclusion

The study identified several factors that 
may influence the speed of product uptake 
in rare disease markets, including efficacy, 
company size, order of entry and unmet need. 
The insights gained from this analysis have 
important implications for commercialization 
strategies and business development decisions. 

Increased accuracy in forecasting rare and 
ultra-rate uptake curves and time-to-peak 
adoption can improve the financial valuation 
of new products and assist in “Go/No-Go” 
decisions. Using inadequate uptake curves 
and model assumptions may significantly 
and negatively impact the NPV/ROI market 
valuations. Understanding the appropriate 
rate of adoption (i.e. uptake curve) as opposed 
to only the final peak share, as significant 
implications for commercialization, business 
development and M&A decisions. Furthermore, 
understanding the drivers of adoption of rare 
disease products can inform public health policy 
and patient assistance programs.
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Next Steps

Future research should explore how statistical 
predictors of uptake differ between rare and 
non-rare diseases. Additional variables, such as 
route of administration, safety rating, and cost 
of therapy, may be incorporated into analytical 

and predictive models. Further analyses should 
also explore potential differences in adoption 
dynamics among non-rare therapeutic areas, as 
well as between acute and chronic conditions.
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Introduction

This paper embarks on an exploratory journey 
into the realm of tech-driven specialty pharmacy 
collaboration, with a primary focus on patients 
navigating the complexities of specialty and 
rare diseases. Currently inundated with manual 
operations characterized by delays and nebulous 
accountability, our aim is to shed light on the 
potential of a more tech-centered approach. 
Drawing upon CRM system pathways, we delve 
into the impact and benefits that technology 
could offer to specialty brands, especially in 
optimizing fill rates.

Background

The current state of care coordination often is slow, 
demonstrating a reactive rather than proactive 
approach, particularly for at-risk patients. This 
delay can largely be attributed to the overreliance 
on manual processes such as emails, phone calls, 
and meetings that require complex interchanges 
among numerous healthcare partners. Such 
matrixed interactions contribute to blurred 
accountability, tardy responses, and hard-to-
track interactions.

Nonetheless, an avenue of improvement lies in 
the advent of a collaboration portal specifically 
designed for real-time surveillance and execution 
of the next-best action in patient support. A 
Customer Relationship Management (CRM) 
system integrated across various manufacturer 
patient service teams could allow strengthened 
management of all partners as extensions of a 
support center, enabling timely interventions to 
uphold at-risk patients before they discontinue 
treatment.

The beneficial impacts of such tech-driven 
specialty pharmacy (SP) collaboration are 
quantifiable. Typically, an inverse correlation 
exists between the time taken to fill a prescription 
and the actual Fill Rate among specialty 
brands. The longer the patients wait to fill their 
prescriptions, the lower the probability of them 
commencing treatment.

Understanding the interaction dynamics of 
patient support throughout the treatment journey 
could amplify the success rate of getting and 
retaining patients on specialty brands.

Research focusing on interventions within the 
customer demographic reveals that traditional 
patient management support is advantageous 
only to hub patients. However, applying an 
intelligent case coordination CRM for real-time 
SP collaboration enhances the management of 
complicated cases far more proficiently than a 
standard patient management support system. 
Such an approach positively influences SP Fill 
Rates, with improvements ranging from 5-20%.

This paper is intended for those interested in 
patient management systems, operational 
effectiveness, and strategic intervention planning. 
It presents a distinctive opportunity to explore 
the complexities and nuances of different patient 
management support mechanisms and their 
applicability in a real-world context.

Methodology

To examine the efficacy of intervention strategies and 
their impact on brand performance, we employed a 
multi-faceted analytical approach focused on two 
main areas: Time to Fill and Fill Rate.

ARTICLE

Measuring the Impact of Tech-Driven 
Specialty Pharmacy Collaboration

 James Battaglia

ARTICLE 2

James Battaglia, Claritas Rx



16

Initially, we evaluated two brands across two 
distinct brand groups (Customer A/ Brand A and 
Customer B/Brand B). The primary performance 
indicators were the quantitative metrics of Time 
to Fill and Fill Rate. These metrics were compared 
for both Hub and SP patients, both in scenarios 
where interventions were implemented and 
where they were not. This comparative analysis 
provided insight into the relative effectiveness of 
our interventions.

The study utilized a matched cohort design, 
comparing intervention and non-intervention 
groups across similar patient demographics and 
disease states. This approach helped ensure that 
differences observed in Fill Rate and Time to Fill 
were more likely attributable to the intervention 
rather than pre-existing patient characteristics.

Moreover, a control group was utilized to enhance 
our findings’ robustness. By analyzing the Time to 
Fill Rate in relation to this control group, we could 
better discern whether the observed changes could 
be attributed to our interventions or whether they 
were a result of confounding variables.

Lastly, we sought to assess the CRM utilization 
among SP partners. This customer relationship 
management tool was evaluated regarding 
response rate and the speed at which the 
interventions were implemented. Considering 

these metrics, we could better understand SP 
partners’ receptiveness to the interventions and 
ability to execute them effectively.

Results

The study is divided into two core areas based 
on two business models, Customer A/Brand A 
and Customer B/ Brand B. Each model displays a 
different approach toward patient management, 
providing an in-depth comparison of typical 
intervention without smart case coordination 
and enhanced intervention with smart case 
coordination.*

For Customer A/Brand A, the paper examines 
a Hub with Enhanced Intervention and an SP 
with Typical Intervention. These two operational 
approaches are compared, providing valuable 
insights into their effectiveness and efficiency in 
patient management, as well as their influence 
on Fill Rates and Time to Fill. (see fig 1)

Moving on to Customer B/Brand B, both the Hub 
and SP operate under Enhanced Intervention. 
This unified model is intricately studied to 
provide a comprehensive understanding of the 
impact and benefits of Enhanced Intervention 
across all levels of patient management, as well 
as their influence on Fill Rates and Time to Fill.

Evaluated customers with typical patient management support in Hub and varied SP patient 
management support (typical intervention without smart case coordination to enhanced intervention 
with smart case coordination)

Customers

Customer A (Brand A)

Customer B (Brand B)

Hub

Enhanced Intervention

Enhanced Intervention

SP

Typical Intervention

Enhanced Intervention

Figure 1: A Comparative Evaluation of Hub-Based Typical Interventions Versus 
Enhanced Smart Case Coordination Interventions.

*  The smart case coordination portal augments collaborative efforts and expedites the management of cases by enabling all involved parties to access 
consolidated data. This capability facilitates the prompt resolution of patient treatment challenges, with 85% of users obtaining responses within
a 24-hour period, thereby ensuring timely support.
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Customer A made use of Brand A’s enhanced 
intervention support for the Hub and standard 
intervention for SP.

• Hub = Enhanced Intervention
• SP = Typical Intervention

Impact in this analysis is defined as the percentage 
change in Fill Rate for patients who received an 
intervention or not compared to their control 
cohorts.  The study confirms that an enhanced 
intervention method for hub patients positively 
impacted prescription Fill Rates, but only for 
prescriptions with a fill time of 30 days or more. This 
led to a 13% increase in Fill Rate for hub patients. 

Takeaway: Brand A exhibits a common pattern where the longer it takes patients to start on a 
specialty brand, the less likely they are to do so; only hub patients benefit materially from intervention 
and support. Implementing an “enhanced” intervention method for hub patients impacted prescription 
Fill Rates, but only for prescriptions with a fill time of 30 days or more. This led to a 13% increase 
in the Fill Rate for such cases

Fill Rate Hub Patient 
Counts

Time to  
Fill Bin

Impact of  
Hub Patient  

Fill Rate

78.2% 14080 - 15 Days 0%

73.3% 681

51.2% 737

15 - 30 Days

30+ Days

0%

13%

Hub  
Patients – No 
Intervention

SP  
Patients – No 
Interventions

15% 82%

Hub Patients 
– Intervention

SP Patients – 
Interventions

Impact of  
SP Fill Rate

85% 18%

0%

0%

0%

Figure 2: Assessing the Impact of Hub (Enhanced Intervention) and 
SP (Typical Intervention) on Customer A’s engagement with Brand A

However, traditional intervention methods at SPs 
did not yield significant changes, highlighting 
the need for technology-driven enhanced 
collaboration. Traditional SP interventions 
typically involve more manual outreach efforts 
such as phone calls to patients to remind them to 
pick up prescriptions, passive prescription status 
tracking, and basic adherence counseling. These 
methods often lack real-time data integration, 
limiting their ability to proactively address 
patient barriers to fulfillment. Without automated 
workflows and dynamic case escalation, many 
high-risk patients are left without timely 
intervention, resulting in lower overall Fill Rates.
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Takeaway: Our research presents an in-depth evaluation of the impact of tech-driven specialty 
pharmacy collaboration, focusing on utilizing the Platform. This research investigates the frequency 
of interaction between PBM-owned and independent specialty pharmacies (SPs) and the platform 
across various programs. It is based on our findings from five major SP partners - Biologics, Accredo, 
Kroger, CVS, Caremark, and Optum.

Enhanced SP Intervention Improves 
Fill Rates

For Customer B/Brand B, both the Hub and SP 
operate under Enhanced Intervention.

• Hub = Enhanced Intervention
• SP = Enhanced Intervention

On the SP side, enhanced interventions refer 
to a more proactive approach leveraging CRM-
driven workflows to identify patients at risk of 
discontinuation.  This facilitates more frequent 
and timely patient services interventions across 
care teams leading to improved efficiency, as well 
as increased fill rates and adherence, compared to 
what is typically done within the patient services 
center.  Examples of such interventions include 
providing appeals support for prior authorization 

denials, assisting patients with financial hardship 
through copay card acquisition, engaging with 
SPs to address scheduling delays and operational 
inefficiencies, and interacting with HCPs to 
mitigate missed fills and drive adherence.

The Customer B/Brand B Fill Rate by Time 
to Fill Cohort showed a 20% increase in Fill 
Rate for prescriptions taking more than 30 
days to fill and a 5% increase in Fill Rate for 
prescriptions filled between 15-30 days. The 
study demonstrates that CRM-driven smart 
case coordination enhances specialty pharmacy 
engagement, reduces fulfillment delays, and 
improves overall adherence rates especially for 
more high-risk patients. This underscores the 
role of technology as a critical enabler of specialty 
patient management.

Time to Fill Bin SP Patients – 
No Interventions

% With 
Intervention

Intervention  
Cohort Fill Rate

0 - 15 Days 324 23% 67%

15 - 30 Days

30+ Days

92 53% 61%

18 82% 48%

SP Patients – 
Interventions

Control Cohort  
Fill Rate

Impact of  
SP Fill Rate

101 69% 0%

105 56% 5%

84 28% 20%

Intervention in more high-risk patients than is typical

Figure 3: For Customer B/Brand B, both the Hub and SP operate 
under Enhanced Intervention.
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Total Number 
of InquiriesSP Partner Median Response 

Time (Days)

523Partner 1

2836

4461

553

219

Partner 2

Partner 4

Partner 3

Partner 5

Total Number 
of Responses Response Rate

89%464

84%

77%

79%

77%

2370

3426

441

168

< 1 Day

< 1 Day

< 1 Day

1 Day

2 Days

Takeaway: An exploratory study was performed on the utilization and interplay of the CRM with 
SPs. This research furthermore probed potential correlations between the timely responses from 
client-associated SP partners and the boosted engagement of Field teams towards augmenting patient 
interventions, along with their consequent outcomes. There was improvement in Response Rate and 
median response time. Results indicate that over 81% of responses occur within a day, demonstrating 
the effectiveness of this tool in driving FRM engagement and enhancing patient intervention.

Figure 4: PBM-owned and independent SPs engage with the platform across programs.

Discussion

The findings underscore the critical impact of 
technology-enabled real-time case coordination 
in improving Fill Rates among SP patients. 
The study reinforces that traditional patient 
management frameworks often fall short in 
addressing the complexities of specialty pharmacy 
dynamics. However, integrating CRM-driven 
intervention tools with real-time SP collaboration 
has demonstrated measurable efficiency gains. 
Customer B/Brand B’s adoption of this approach 
significantly improved the resolution of challenging 
cases, outperforming the intervention strategies 
employed by Brand A.

A key observation from this study is that while 
hubs have traditionally been the primary focus 
for patient interventions, specialty pharmacy 
engagement has remained largely reactive and 

inconsistent. Traditional SP interventions, which 
rely on manual outreach efforts such as reminder 
calls, status tracking, and general adherence 
counseling, are often insufficient in addressing 
the nuanced barriers that prevent patients from 
filling their prescriptions. Without a coordinated, 
technology-driven approach, these interventions 
lack real-time visibility into patient behaviors and 
fail to proactively mitigate prescription delays.

Enhanced interventions facilitated through 
CRM-driven smart case coordination offer a 
fundamental shift in how specialty pharmacy 
collaborations function. The ability to automate 
workflows, escalate high-risk cases, and provide 
SPs with structured engagement strategies 
significantly enhances patient support outcomes. 
Furthermore, the ability to track and analyze 
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intervention effectiveness at both the individual 
patient level and across broader populations 
ensures that intervention strategies can be 
continuously refined to maximize impact.

Ultimately, these findings reinforce that 
technology-driven solutions not only improve Fill 
Rates but also optimize operational efficiency for 
all stakeholders involved in specialty medication 
fulfillment.  For example, a swift response (within 
1-2 days) from client SP partners was found to 
foster the FRM team’s functionality, facilitate 
improved engagement with HCPs, and provide 
quicker support for the patients. These findings 
demonstrate the potential benefits of adopting 
innovative, collaborative solutions in improving 
patient outcomes.

The data demonstrate that enhanced interventions 
are most effective when they are proactive, 
targeted, and supported by digital infrastructure 
that facilitates seamless communication across 
all touchpoints of the patient journey.

Conclusion

This study demonstrates that the patient care 
strategies employed by Brand B, particularly 
through CRM-driven Smart Case Coordination, 
significantly enhance real-time collaboration and 
improve patient outcomes. By enabling faster and 

more effective engagement between specialty 
pharmacies, hubs, and healthcare providers, this 
technology ensures that patients receive timely 
support, reducing delays in therapy initiation and 
improving adherence.

The ability of CRM-enabled solutions to drive 
rapid responses from SP partners highlights their 
potential to strengthen HCP engagement and 
streamline patient support. As healthcare systems 
continue to evolve, the integration of advanced 
digital tools that facilitate proactive intervention 
will be critical in optimizing specialty pharmacy 
operations and ensuring seamless patient care.

More broadly, this study reinforces the necessity 
of incorporating cutting-edge technologies into 
healthcare ecosystems. The rapid response 
mechanisms and structured workflows leveraged 
by Brand B demonstrate how technology can 
bridge gaps in patient care coordination and drive 
measurable improvements in therapy access. By 
fostering collaboration between manufacturers, 
SPs, and healthcare providers, organizations 
can create a more efficient, responsive, and 
patient-centered specialty pharmacy landscape. 
Looking ahead, continued investment in digital 
infrastructure and strategic partnerships will be 
essential for shaping the future of specialty care 
and improving patient outcomes.
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Iterative Causal Segmentation∗
Filling the Gap between Market Segmentation and Marketing Strategy

Kaihua Ding1, Jingsong Cui1, Mohammad Soltani1, and Jing Jin1

1AZ Brain, AstraZeneca PLC

Abstract

The field of causal Machine Learning (ML) has made significant strides in recent years. Notable
breakthroughs include methods such as meta learners [8] and heterogeneous doubly robust estimators [3]
introduced in the last five years. Despite these advancements, the field still faces challenges, particularly in
managing tightly coupled systems where both the causal treatment variable and a confounding covariate
must serve as key decision-making indicators. This scenario is common in applications of causal ML for
marketing, such as marketing segmentation and incremental marketing uplift. In this work, we present
our formally proven algorithm, iterative causal segmentation, to address this issue.

1 Motivation

The integration of machine learning into market segmentation has significantly transformed the development
of marketing messages and strategies. However, categorizing individuals into rigid market segments such
as ’loyalists’ or ’dabblers’ fails to account for the dynamic nature of consumer circumstances, potentially
leading to ineffective marketing and wasted resources. This underscores the limitations of relying solely on
traditional market segmentation for marketing actions, a challenge initially highlighted by Wendell R. Smith
in the 1950s [7]. Despite its innovative approach, market segmentation’s static methodology struggles to
capture evolving consumer behaviors, risking oversimplification and ineffective strategy development.

The emergence of causal inference in marketing provides a solution by identifying the causative factors
behind consumer behaviors, enabling the development of predictive and effective marketing strategies with
methods like Uplift Trees and Meta Learners [6, 8, 11]. However, these approaches often overlook the
complexity that arises when market segmentation becomes an intertwined part of the promotional market,
acting both as a significant confounder and a desired output for marketing purposes, especially in contexts
like pharmaceutical call planning and broadcasting media. Causality analysis alone cannot address it as
both a confounder and an output.

To tackle these challenges, we propose the iterative causal segmentation algorithm, which merges causal
inference with market segmentation to surmount their individual limitations. This method not only provides
a nuanced understanding of consumer behaviors but also amplifies the effectiveness of marketing efforts across
various segments. Nonetheless, in marketing scenarios where the interdependency between segmentation and
causality analysis poses a distinct challenge, leading to a cyclical problem where each influences the outcome
of the other, our proposed solution aims to harmonize these methodologies. By leveraging their strengths,
we seek to refine marketing strategies effectively.

∗Disclaimer: The opinions expressed in this presentation are those of the presenters and do not necessarily reflect the views
of AstraZeneca. The analyses presented in this presentation are based on Uber’s open-source CausalML GitHub repository
data and do not represent AstraZeneca data.
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2 Iterative Causal Segmentation

2.1 Average Treatment Effect (ATE)

A key challenge for marketing professionals concerns generating a sales uplift from promotional campaigns,
quantified by:

Expected uplift gain from applying promotion = E(Y A=1)− E(Y A=0), (1)

where:

• A represents the treatment, i.e., the promotional campaign.

• Y is the outcome, indicating the effect of the campaign.

The difference between these two expected values represents the expected uplift per person due to the
promotion. Equation 1 represents the expected average purchase uplift if the promotion is applied. This
expected uplift is also known as the Average Treatment Effect (ATE) in causality analysis. The Average
Treatment Effect is defined as:

ATE = E(Y A=1)− E(Y A=0) (2)

This formulation allows us to quantitatively assess the overall impact of the treatment across the entire
population. Additionally, recently developed causal machine learning techniques are capable of attributing
uplift gain to individual samples [2, 8] by estimating the conditional average treatment effect.

2.2 Conditional Average Treatment Effect (CATE)

The Conditional Average Treatment Effect, which can also be understood as the expected individual treat-
ment effect (ITE) conditional on covariates X, is defined as:

CATE = E(Y A=1|X)− E(Y A=0|X) (3)

where:

• A represents the treatment, i.e., the promotional campaign.

• Y is the outcome, indicating the effect of the campaign.

• X represents the covariates or features of the individual units that might affect how the treatment
impacts the outcome.

CATE provides a more nuanced understanding of how the effect of the treatment varies across different
segments of the population based on the covariates X. It allows for the estimation of how the treatment
effect differs among individuals or specific groups within the population, enabling targeted interventions.

2.3 Causal Graph

A causal graph, often used in the context of causal inference and statistics, is a graphical representation
that models the causal relationships between variables. It is a type of directed graph where nodes represent
variables (e.g., events, conditions, or quantities), and edges represent causal effects from one variable to
another. This concept is foundational in understanding causal inference, allowing researchers to visually
represent and analyze the cause-and-effect relationships within a system.

We can express the relationship among promotion application A, marketing segmentation S, covariates
Xi, and promotion outcome Y as the following causal graph.

The causal graph provides an illustrative relationship among treatment A, covariates X, and outcome
variables Y [4]. A causal graph is a product of a hypothesis and rationalization, rather than ground truth.
Regardless, the causal graph drawn according to empirical knowledge needs to be verified through sensitivity

2
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Figure 1: Potential causal graph, where promotion is A, covariates are Xi, promotion outcome is Y , and
marketing segments S is a confounder.

analysis. Rather than focusing on how to come up with the best causal graph, the goal of drafting a
causal graph should be to guide the collection of covariates and the necessary control variables for covariate
matching. In the authors’ opinion, establishing a causal graph is helpful but not the most critical aspect of
causality analysis. The causal graph should change and needs to change, especially if the causal relationship
contains human perspective or ambiguities. It’s the overall reliability in the sensitivity analysis that truly
matters as the end result.

In addition, the main usage of a causal graph is to assist users in how to control for confounders or
covariates to ensure that the causality analysis is valid, e.g., backdoor and frontdoor path criteria [5]. For
simplicity, we use the disjunctive criterion [9] in this paper and we perform sensitivity analysis to check the
reliability of our causal analysis, which also serves as an assessment for the impact of unobserved confounders
and uncertainty quantification.

2.4 The Iterative Causal Segmentation Algorithm

In this section, we illustrate our proposed algorithm, Iterative Causal Segmentation. The key challenge to
address is the tightly coupled nature between segmentation and causality analysis. Instead of shying away
from the tightly coupled nature of these two computational modules, we propose a joint convergence method
that solves for segmentation and causality analysis simultaneously, as shown in Figure 2.

Figure 2 figuratively describes the joint convergence algorithm’s workflow, explicitly considering the
tightly coupled nature and mutual influence of the two modules. For the purpose of effective uplift behavior
segmentation, the causal machine learning module will generate useful uplift incremental estimation, which
we will feed into the segmentation module to produce segmentation that closely reflects the promotion
uplift effect. Segmentation results will then serve as input in the causal machine learning, and the overall
system is considered converged if the amount of segment movement becomes less than the population size
variance determined by ATE variance estimates. This workflow can be more formally defined as follows in
Algorithm 1.

Algorithm 1 formally describes Figure 2 in a more concise and concrete pseudocode fashion. Observing
Algorithm 1, one might question whether there is any need to go to such great lengths to formulate a new
algorithm to solve the causality behavior segmentation problem in marketing. This is also the question that
the authors are interested in solving first. Are there alternatives to the simpler segmentation algorithm
that serve the same purpose without the need to solve the coupled segmentation and causality system?
We can formally prove that such an alternative segmentation method does not exist. The causality uplift
segmentation analysis is exclusively determined by the iterative causal segmentation algorithms.

We formalize the proof as the following statement of Causal Segmentation Exclusivity. If this theory
holds true, it means our iterative causal segmentation is necessary since segmentation obtained this way is
exclusive to the causality.

3
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Figure 2: The diagram description on how to use causal machine learning to guide segmentation efforts. The
goal is to achieve the joint convergence of the causal machine learning module as well as the convergence of
the segmentation module.

Algorithm 1 Causal Machine Learning Driven Segmentation

Require: Treatment variables A, outcome Y , Segmentation S, and covariates X
Ensure: Causal Data Assumptions

1: Segment Movement ← initial value
2: ATE Variance ← initial value
3: while Segment Movement > (ATE Variance× Population Size) do
4: ATE ← ComputeATE(A,S, Y,X)
5: ATE Variance ← EvaluateATEVariance(ATE)
6: CATE ← ComputeCATE(A,S, Y,X)
7: S ← Segmentation(CATE)
8: Segment Movement ← EvaluateSegmentMovement(S)
9: end while

10: return S

Theorem 1 (Causal Segmentation Exclusivity). Let us define the Conditional Average Treatment Effect
(CATE), also known as the Individual Treatment Effect (ITE), as follows:

CATE(X) = E[Y A=1 − Y A=0 | X] (4)

where Y A=1 represents the potential outcome if treated or received campaign promotion, Y A=0 represents
the potential outcome if not treated or not receiving campaign promotion, and X is a vector of individual
characteristics.

Segmentation, in the context of causal machine learning, is the process of partitioning a population
into distinct groups based on their respective CATE estimates. Here, the segmentation function S is

4
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exclusively dependent on CATE(X):
S = f(CATE(X)) (5)

We hypothesize that no other factors other than CATE influence the segmentation, that is, segmen-
tation is a function of CATE alone.

A formal proof through contradiction is detailed below,

Proof of Theorem 1. Assume for contradiction that there exists another driver D which influences the
segmentation such that:

S′ = f(CATE(X), D) (6)

where S′ represents a new segmentation outcome due to the presence of driver D.
If driver D were to affect the segmentation, we would observe a change in the segmentation outcome S

without a corresponding change in the CATE estimates. This would contravene the initial assumption that
segmentation is exclusively driven by CATE.

Since our operational framework stipulates CATE as the sole driver for segmentation, the supposition
of another influencing driver D is invalid. Therefore, changes in segmentation are directly correlated with
changes in the CATE estimates, thus affirming that the segmentation is indeed a causal behavior segmenta-
tion when CATE is the exclusive driver. ■

The Proof 2.4 formally proves that the iterative causal segmentation is a necessary system to address
when the tightly coupled nature between causality and segmentation exists. The significance of this proof
lies in its affirmation for the development of such algorithms. Now that we have justified the legitimacy of
developing this new algorithm, Algorithm 1, we will evaluate its performance in the next section.

3 Results and Discussion

3.1 Data Sources Disclaimer and Discussion

We examine the performance of Algorithm 1 by applying it to open-source data from the Uber CausalML
package [1]. We want to emphasize that all causal machine learning algorithms derive their origin from
causality analysis. As a result, all the data assumptions required for performing causality analysis need to
be true to ensure the comprehensiveness and validity of the analysis, as outlined in Table 1.

Table 1: Causal Data Assumptions. In the table below, subscript indices denote sample indices, and super-
script indicates the treatment/control variable.

Assumption Expression

SUTVA Each unit sample i’s potential outcomes Y A
i are un-

affected by the treatment assignment Aj of any other
unit j, where A = 1 indicates treatment is assigned
and A = 0 indicates control.

Ignorability Y A=0
i , Y A=1

i ⊥ Ai|Xi for all units i, where Ai is the
treatment assignment and Xi are covariates.

Positivity P (Ai = a|Xi = x) > 0 for all levels of treatment a
and covariates x.

Consistency If Ai = a, then the observed outcome Yi is equal to
the potential outcome Y A=a

i .

The SUTVA assumption concerns the principle that the treatment received by one unit does not affect
the outcomes of any other unit. In other words, the potential outcome for any individual is assumed to be
independent of the treatment assignments of all other individuals. The ignorability assumption, also known
as the conditional independence assumption or no unmeasured confounders assumption, plays a pivotal role in

5
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the field of causal inference, particularly in observational studies where random assignment to treatment and
control groups is not feasible. This assumption is crucial for estimating causal effects from observational data,
where the potential for confounding variables is a significant concern. The ignorability assumption allows
researchers to control for confounding variables through statistical methods such as regression, matching,
stratification, or weighting. By adjusting for a comprehensive set of observed covariates X, one can estimate
the average treatment effect (ATE) or the average treatment effect on the treated (ATT) as if the treatment
assignment were random, mimicking a randomized controlled trial. The positivity assumption, also known as
the overlap or support condition, states that every unit (e.g., individual in a study) has a non-zero probability
of receiving each treatment level, given the covariates. The consistency assumption states that the potential
outcome of an individual under a specific treatment is equal to the observed outcome if the individual
receives that treatment. For marketing campaign application, we provide data processing guidelines on how
to achieve these assumptions to ensure the validity of causality analysis.

Table 2: Causal Data Assumptions: How to satisfy these requirements through data processing.

Assumption How to achieve through data processing

SUTVA Ensure the campaign measurement timeline is short
enough before noticeable interferences among units
are realized.

Ignorability Control for covariates to achieve independent treat-
ment assignment.

Positivity Trimming, weighting, or synthetic control group gen-
eration to ensure the population data restricts the
causality analysis to the overlap region where con-
trol and treatment can both be observed.

Consistency Ensure the consistency of treatment or note if there
are different versions of treatment. For new cam-
paigns, a new causality analysis needs to be per-
formed. This is important for assessing multiple
treatment effects.

Once data is pre-processed to avoid yielding biased estimates, we can then apply Algorithm 1. The
sample result is provided in Section 3.2.

3.2 Numerical Results

Before we study the numerical results produced by Algorithm 1, we need to ensure the convergence of the
algorithm. Below is a sample of the convergence result in Table 3.

Table 3: Converged Result

ATE SE SE-ATE Ratio (%) Movement Precision Segment Movement

0.507 0.005 1.053 1264.063 1235

In Table 3, the convergence of the causality module produces metrics on ATE, SE, P-Value, SE-ATE
Ratio (%), and Movement Precision. The convergence of the overall movement produces the ”Segment
Movement” that is lower than ”Movement Precision” for the overall system to be considered converged.
Additionally, we can visualize the converged segmentation results and sensitivity study of the converged
results.

Figure 3a shows that the causality is segmented into three segments. For the sensitivity study, we apply
the Qini curve measurement [6]. The Qini curve is a performance measurement for uplift modeling, which
evaluates the effectiveness of a treatment in a causal inference context. The concept of the Qini curve is

6
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(a) Segmentation Result (b) Sensitivity Analysis

Figure 3: Segmentation results and sensitivity study result for the converged system described in Table 3

analogous to the Gini coefficient used in economics and the ROC curve used in binary classification models,
but it is specifically designed for quantifying the incremental impact of a treatment or intervention. Figure 3b,
measured with a Qini curve, shows that the 90% confidence range (CI) is shaded. Overall, it appears that
even the bottom envelope of our sensitivity study still shows positive improvement over a random assignment
Qini curve.

3.2.1 Simulation Studies and Discussions on KMeans, Propensity Score, and Causal Effect
Based Promotion Selection

After causal segmentation converges, we can perform a simulation study following the convergence of Al-
gorithm 1. This simulation study compares causality-based population selection, propensity score-based
selection, KMeans-based selection, and a random selection strategy. The relative performance of these four
selection strategies is graphed in Figure 4.

Figure 4 is plotted with the population selection percentage on the horizontal axis and the respective
cumulative uplift gain on the y-axis. Thus, when 0% of the population is selected, the overall expected
promotion gain is 0; when 100%, the selection strategy of any kind no longer matters. Interestingly, the
figure shows that the population selected with the causal effect criterion demonstrates the highest overall
gain regardless of what percentage of the population is selected for promotions. The KMeans and Random
selection curves nearly coincide with each other. Most notably, the promotion target population selected
using the propensity score performs even worse than random selection.

Causal Effect For more detail on the causal effect selection strategy, this strategy prioritizes individuals
based on their ranked uplift effects. We can intuitively understand the convex curve of the causal effect
through Figure 5.

Intuitively, selecting a promotion population based on ”Causal Effect” (CATE) in descending order is
akin to choosing users with the highest uplift first, represented in the lower right corner of Figure 5. The
initial slope of the ”Causal Effect” is the steepest because it involves selecting users from a small portion of
the population. The ”Causal Effect” curve will gradually level to match the slope of the ”Random” curve,
indicating a transition towards random population selection. Eventually, the ”Causal Effect” curve may
adopt a negative slope, signaling that users with negative uplift are being selected.

7
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Figure 4: Simulation study comparing the performance among the cumulative return gain of four different
promotion population selection strategies. Causal Effect selection is based on the treatment effect. Propen-
sity score selection is based on the propensity, which is regressed from the given X to the propensity of
obtaining outcome Y . KMeans is based on clustering results using X. Random selection is a random pro-
motion assignment, whose expected slope is the same as the expected gain, i.e., ATE.

Figure 5: Simulation study comparing the performance in terms of cumulative return gain among four
different promotion population selection strategies. Specifically, the causal effect curve is labeled.

K-Means Why Does Pure K-Means Without Causality Segmentation Perform Poorly? As depicted in
Figures 4 and 5, the performance of K-Means aligns closely with that of random assignment strategies for
promotion allocation. K-Means is an unsupervised learning algorithm that focuses on partitioning datasets
into k groups based on feature similarity. It aims to divide the n observations into k clusters, where each
observation is assigned to the cluster with the nearest mean, serving as the prototype for that cluster.

8
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The clusters formed by K-Means are based on the mathematical criterion of minimizing the variance
within clusters, as measured by the Euclidean distance. This objective does not necessarily align with
human intuition or domain-specific, meaningful groupings. Therefore, while not ”artificial” in the sense of
being random or arbitrary, the clusters may not always correspond to explainable or expected patterns in
the data. K-Means does not ensure that the results of clustering will be inherently understandable or match
known categories within the data. The algorithm identifies structures based on its mathematical objective,
which may or may not coincide with meaningful or recognizable categories to humans.

K-Means is a powerful tool for exploratory data analysis and can uncover intriguing patterns within
the data. However, its simplicity and the nature of its objective function mean that it is most effective
under specific conditions—namely, when supplemented by domain knowledge, additional context, or other
clustering methods for interpreting the results.

Figure 6 showcases a sample of behavior segmentation results commonly utilized by marketing strategists.
The characterization of each K-Means segmented segment is based on a posteriori interpretation rather
than predictive outcomes. For instance, Segment A in Figure 6 is identified as representing loyal, highly
interested customers, while Segment E is categorized as comprising highly critical and cautious customers.
This segmentation information is relevant for businesses. However, these interpretations are not directly
derived from K-Means; the computation steps of K-Means were not informed by these specific objectives or
personas. Thus, the explanation of the segments is somewhat artificial, as illustrated in Figure 6.

Figure 6: When K-Means segmentation is performed for marketing purposes, the segmentation initially relies
on input covariates that represent behavior traits. After segmentation is completed, each segment is then
characterized by distinct behaviors.+

Propensity Score The most interesting curve in the simulation studies depicted in Figures 4 and 5 relates
to the propensity score, which actually performed worse than both the causal effect-based and K-Means-
based promotion selection strategies. Propensity models, which assess the relationship between covariates

+Disclaimer: Medicorin is a fictional drug name used for illustrative purpose only.

9
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X and the purchase outcome Y , do not inherently aim to answer how to select a population for promotion
activities to maximize uplift gain. Essentially, a propensity model only addresses the likelihood of a purchase
occurring given X, not how to select individuals for promotional activities to achieve the greatest uplift.

Figure 7: An illustration of quadrants [10]

Figure 7 illustrates that even if someone has a high propensity to purchase, this should not serve as
the sole criterion for deciding whether to allocate marketing resources to specific customers. For example,
customers identified as ’Sure things’, despite their high propensity, are not ideal candidates for spending
marketing dollars on. Conversely, just because customers have a low propensity to purchase does not mean
they should automatically be excluded from marketing efforts, especially if they fall into the ”Lost Causes”
quadrant.

Table 4 clearly defines the propensity score as P (Purchase |No Intervention), which is distinct from the
objectives addressed by causal effect analysis in Equations 2 and 3.

Table 4: Machine Learning Model Comparison

ML model Model tries to answer Business problem we hope to solve

Propensity model P (Purchase |No Intervention) Find audiences with:
High P (Purchase |Intervention)
Low P (Purchase |Intervention)

Churn model P (Churn |No Intervention) Find audiences with:
High P (Churn |Intervention)
Low P (Churn |Intervention)

Response model P (Purchase |Intervention) Find audiences with:
High P (Purchase |Intervention)
Low P (Purchase |Intervention)

Therefore, neither the churn model P (Churn |No Intervention) nor the response model P (Purchase |Intervention)

10
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should be used as strategies for selecting customers for promotions.
However, this does not fully explain why the propensity score selection strategy is the least effective

among all promotional target selection strategies depicted in Figures 4 and 5. To clarify, we examine the
relationship between propensity scores and CATE, as illustrated in Figure 8.

Figure 8: Not only are they not correlated, they are mildly negatively correlated.

Figure 8 shows that propensity scores and CATE are not strongly correlated; in fact, they are weakly
negatively correlated. Therefore, propensity scores cannot serve as a substitute for causality analysis in
uplift modeling.

3.3 Explainability

Given the exclusivity between causality analysis and segmentation results as outlined in Theorem 1, the
explainability of the overall iterative causal segmentation algorithm merits discussion. Although the seg-
mentation algorithm is unsupervised and ordered by thresholding, Algorithm 1 can be elucidated through its
causality module. This module records the converged state when all three modules—causality, segmentation,
and segment movement—have converged. Techniques like SHAP values can be adopted to provide granular
explanations.

Since SHAP values can offer individualized explanations regarding features, as demonstrated in Figure 9,
they can be utilized for the causality module of the iterative causal segmentation algorithm (Algorithm 1).
Moreover, due to the exclusivity detailed in Theorem 1, the SHAP value explainability for the causality
module also extends to the overall explainability of the iterative causal segmentation algorithm.

4 Conclusion

In this paper, we have introduced the iterative causal segmentation algorithm, Algorithm 1, designed specif-
ically for marketing contexts where segmentation strategies play a crucial role in influencing purchase out-
comes. This necessitates addressing the tightly coupled system between promotion and segmentation.

We demonstrated the value of this segmentation algorithm by comparing it with other common machine
learning models used in marketing settings in Section 3.2.1. Furthermore, we established the exclusivity of

11
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Figure 9: Example of SHAP value explainability for the converged results of Table 3 with a subpopulation
of 100 data points. Note: SHAP value computation can be computationally expensive.

the proposed segmentation method, showing that it cannot be easily replaced by other methods, as evidenced
in Section 2.4.
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ARTICLE 4

Can generative AI help to understand patient 
journeys more efficiently and effectively?
Gagan Bhatia, Roche/Genentech; Marco Giannitrapani, Roche; John Kaspar, Roche; 
Sharon Lee, Roche/Genentech; Suyash Mishra, Roche; Jessica Tashker, Ph.D. Roche

Abstract: Can generative AI help to understand patient journeys more efficiently and effectively? This is 
the question researched in this study by replicating patient journey mapping from diverse data sources, 
often done manually, by using generative AI tools. Two popular Large Language Models (LLMs) were 
tested - ChatGPT 4o and Claude Sonnet, with a Retrieval-Augmented Generation (RAG) model by uploading 
internally available research and external publications. Results were promising, with generative AI tools 
closely mirroring the human output when it comes to qualitative insights of the patient journey. For 
quantitative insights, however, the results were less accurate due to a variety of reasons including missing 
information in the source files, and inaccurate reading from complex data charts and graphs. Both LLMs - 
ChatGPT-4o and Claude Sonnet – had comparable performance. Study found that generative-AI tools enable 
increased efficiency by extracting the most critical information from available sources, allowing for more 
targeted follow-on research. However, given variable outputs for quantitative insights, the study recognized 
that these tools still require human review to ensure accuracy. It found that development of these tools and 
capabilities is a highly iterative process. As generative AI tools advance along with internal capabilities, there 
is hope to improve upon these limitations and integrate generative AI into the insights generation process. 
As companies create their own generative AI strategies and budget, this study provides learnings on expected 
value generation to inform their decision.

1. Introduction

Over the last two years, there has been an 
increasing interest in Generative AI, the 
newest wave of LLM technology, because of its 
promise to quickly and efficiently synthesize 
and generate insights from a variety of data 
sources. This article highlights the potential 
applications and limitations of generative-
AI as related to insights generation and life 
sciences commercial strategy.1 It spotlights a 
study related to patient journey mapping – 
the process of understanding the end-to-end 
experience of a potential patient for a medicine, 
from pre-diagnosis through ongoing treatment. 
This article discusses the design, results, and 
takeaways from a control experiment aimed 
at evaluating if gen AI can replicate and/or 
improve upon the existing patient journey 
mapping process. 

2. Methods / Approach

Overview:

The current patient journey mapping process is 
time intensive and expensive. Typically, insights 
leaders pull from a number of sources, including: 
primary market research studies, syndicated 
reports, field insights, medical publications, 
and internal subject matter expertise. Each 
component part could take months to compile, 
and often are quite expensive.

The study’s aspiration was to improve the 
patient journey mapping process by leveraging 
generative AI. To test its potential, a “control” 
experiment was designed to mirror the most 
critical questions associated with the patient 
journey mapping process. The experiment was 
completed using two different generative AI 
LLMs: GPT-4o and Claude Sonnet. A Retrieval-
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Augmented Generation (RAG)2 approach was 
used, where it only references the trusted data 
sources provided for accuracy and reliability of 
response, however, study also tested a scenario 
where no data was provided and only the 
foundational-trained model was used.

Objectives for the experiment were as stated 
below:

Central Questions: 

•	 Can AI replicate an existing patient journey 
map (control experiment) by accurately 
answering a set of 8 targeted prompts? 

•	 Can AI improve the patient journey 
mapping process by improving efficiency, 
generating new insights, or otherwise?

Objectives:

1.	 Understand if a prompt-based generative 
AI tool based on LLMs (i.e., GPT-4o 
or Claude Sonnet) can replicate and/
or improve the patient journey mapping 
process

2.	 Assess the value / quality of outputs for 
GPT-4o relative to Claude Sonnet

3.	 Identify pain points and opportunities to 
further enhance existing tools, with the 
goal of leveraging for future patient journey 
development

Design:

The control experiment was designed via a 
3-step process (Exhibit 1). 

A) First, the study team reviewed a previously 
completed patient journey map to formulate 
eight central questions that mirror the most 
important findings from the mapping process. 

These eight questions served as prompts to be 
asked to a gen-AI tool. Questions were split 
between those qualitative vs quantitative in 
nature. “Benchmark” responses were recorded 
using a completed patient journey map for a 
particular disease area with what was deemed 
the “correct” response. Example questions 
include:

•	 Qualitative: How can we define a disease 
X patient in terms of time on disease, 
symptoms, therapies, support needed, and 
challenges they face?

•	 Quantitative: What are the comorbidities 
that disease X patients have? What 
percentage of patients have each of the 
comorbidities?

B) Second, data from all sources was gathered 
from the patient journey study, including 
primary market research, syndicated research 
reports, medical journal publications, and 
internal field insights. These files were uploaded 
to each gen-AI tool corresponding to the LLMs, 
to provide additional context when answering 
the 8 prompts. 

To extract and chunk the data, first the pages 
were tagged with document name and page 
number, then chunks were created using 
recursive character text splitter and further 
these chunks were tagged with their chunk 
number, page number, and document name. A 
small but useful improvement was maintaining 
the original formatting of lines and paragraphs 
during extraction.

C) Third, all 8 prompts were tested across both 
tools and three different scenarios – 48 total 
permutations. The scenarios tested include: 
1) All data sources including primary 
market research (containing the existing 
patient journey), syndicated research, medical 
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publications, and field insights; 2) All data 
sources excluding primary market 
research containing the previous patient 
journey mapping; 3) No data sources where 
only the foundational model3 was used. These 
scenarios demonstrate how these gen-AI tools 
process provide varying degrees of support. 
Scenario 2 is the most likely scenario that 
mirrors the information that would be available 
at the time a draft patient journey would be 
created, prior to completion of primary market 
research. Ideally, it is in this scenario where 
generative AI tools could provide the most value 
in the long term.

To minimize contradictions from input sources, 
various techniques were experimented with, 
e.g. tuning chunk overlap, chunk length, and 
top_k (number of results retrieved) to optimize 
retrieval and prevent contradictory inputs to the 
model. Other experiments are ongoing to test 
if it’s preferable to review contradictory results 
by the user and feedback and preference be 
integrated into the tool. 

Few-shot prompting was employed in the 
model where examples of format of outcomes 
were provided. A query bifurcation function 
was implemented, that took care of queries 
with multiple intents. It bifurcated queries into 
smaller queries, generating responses to those 
queries and then collating the final query.

All three scenarios were tested and scored using 
tools enabled by GPT-4o and Claude Sonnet. 
Both generative AI platforms allow users to 
upload PDFs and ask targeted prompts.

Evaluation:

Each prompt was graded using a simple three 
stage scoring system. Other statistical and score 
based measures were tested and deemed biased 
and inappropriate for this evaluation. See 
details on scoring below:

A.	 Inaccurate Responses (Red) 
Did not match values / sentiment from 
existing patient journey

B.	 Incomplete Responses (Grey) 
Did not fully address question (i.e. left 
off important details if qualitative; some 
values not provided and/or inaccurate if 
quantitative)

C.	 Comparable Quality Output (Green)  
Response is accurate and mirrors output 
from existing patient journey

This scoring approach favors the scenario 
where a gen-AI tool recognizes its limits and 
does not attempt to provide a component of 
an answer that may be uncertain (i.e., due to 
a lack of data or knowledge of where to access 
such data), rather than the scenario where an 
improper value is provided. Furthermore, the 
study recognizes that in the early stages of using 
gen AI tools, manual review will be required for 
all outputs to ensure accuracy / traceability of 
response provided.
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3. Results

Findings from this experiment ultimately 
demonstrate both the promise that Generative 
AI holds in supporting insights generation in 
the near future, as well as the degree of work 
that still needs to be done to drive full-scale 
adoption of these tools.

As mentioned, questions were categorized 
as qualitative or quantitative – results of 
this experiment fared significantly better for 
qualitative prompts vs quantitative ones. 
Agnostic to which gen-AI LLM is used (i.e., 
GPT-4o or Claude Sonnet), qualitative prompts 
demonstrated a comparable output (green) 
for 20/24 (83%) prompts, while quantitative 
prompts achieved this result just 1/24 (4%) 
times. Likewise, inaccurate (red) outputs were 
never generated for qualitative prompts in 
24 attempts but 50% of the time (12/24) for 
quantitative prompts (Exhibit 2, Exhibit 3).

The differences in these results are profound. 
Evidently, both generative AI LLMs are able 
to better assess qualitative prompts and were 
unable to accurately reference quantitative 
data. The study team continues to improve the 
ability of these tools to accurately pull from 
charts, graphs, tables, and other standard ways 
to represent data – this is a work in progress. 
Some of the ways this is being addressed 
are by a combination of OCR vision models 
and improving content enrichment pipelines 
(contextualisation, transcription, tagging and 
captioning).

When comparing the outputs from GPT-4o and 
Claude Sonnet, results are comparable. GPT-4o 
results were polarizing with 12/12 qualitative 
prompts earning comparable (green) outputs, 
and 0/12 quantitative prompts. The Claude 
Sonnet earned 8/12 and 1/12 comparable 

Exhibit 1:
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(green) outputs, respectively. GPT-4o also showed a slightly higher likelihood of inaccurate 
responses, earning Inaccurate (Red) marks for 7/24 prompts vs 5/24 prompts using Claude Sonnet. 
Results across the two LLMs are too similar to conclude that one LLM should be preferred over the 
other and additional testing will be required.

Exhibit 2:

Exhibit 3: 
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After these initial results, the existing difficulties 
faced with these generative-AI LLMs were 
documented– both from an accuracy and user 
interface perspective. Over the course of ~4 
weeks, the analytics team worked to refine 
the underlying model (including prompt 
engineering) for the Claude Sonnet based tool. 
With these adjustments completed, a follow-
on study was conducted with just the Claude 
Sonnet based tool, across the same three 
scenarios previously outlined.

Results from this follow-on trial were 
promising (Exhibit 4). The Claude Sonnet tool 
demonstrated considerable improvement in its 
ability to accurately interpret charts / graphs 
and answer quantitative prompts. However, 
there was additional variance in the results for 
more qualitative questions.

These findings show that significant progress 
can be made in the development of generative-
AI tools in just one month. There are still 
imperfections with these tools to work through, 
but the promise of these technologies and their 
ability to continue to grow in utility is evident. 

Exhibit 4: 
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4. Discussion / Conclusions

While this study is just one control experiment, 
there are learnings that can be used to 
embark on a long-term journey to incorporate 
generative AI technology into many other use 
cases. Following are the key key takeaways:

Qualitative responses work better 
than quantitative: Since current LLMs 
are very powerful at reading and generating 
text based data, they perform very well at it. 
In this study, the best model produced 100% 
comparable results for qualitative responses, 
while the best model produced 25% comparable 
results for quantitative responses, when 
compared with the benchmark. This increases 
confidence that these tools can be used with 
high reliability where qualitative inputs and 
outputs are involved. However, when it comes 
to quantitative data, accuracy is lower due to 
complexity of charts and tables or unavailability 
of reliable quantitative data in input sources. 
Further enhancements are required to make 
these tools more reliable for quantitative 
analysis.

Performance is similar across LLMs: Both 
LLMs were very close in their performance and 
there was no meaningful difference. This shows 
the suitability of both LLMs in using a RAG 
based approach. However, as the goal is to also 
improve accuracy of responses to quantitative 
outputs, one must look at future evolution and 
capabilities of these LLMs.

Performance measurement: Performance 
measurement was subjective but it worked 
reasonably well in assessing the results. While 
there are multiple ways to look at performance,4 
the study kept the performance metrics simple 
and intuitive to avoid machine or human biases. 

Iterations are powerful: One key learning from 
this experiment is that the performance of the 
gen AI tool improves with iterations on data, 
prompts and other user interface features. Most 
of the study iterations were spent on prompt 
engineering. Hence, one should plan multiple 
iterations and not get discouraged if initial 
results show low performance. 

Some examples of prompt engineering 
employed include the following protocol:

•	 While stating examples to get a specific 
response type, explained all the possible 
examples in the system prompt for better 
results

•	 Context that is retrieved and passed in the 
model was well formatted

•	 Refrained from repeating instructions in 
the system prompt

•	 Instead of negative words like can’t, don’t, 
can not, mentioned “refrain” if something 
needed to be avoided

•	 Tables were passed separately in the system 
prompt

•	 Gave filtered information based on tags 
during the retrieval part for both text and 
tables, which resulted in better responses

•	 See below for prompt wording which was 
critical in improving responses

Prompt wording is critical: Based on 
this study, both GPT-4o and Claude Sonnet 
platforms provided wordy responses when 
prompts were open-ended, requiring a trial-
and-error process to determine the proper 
wording for the 8 prompts. It showed the 
importance of asking questions as explicitly as 
possible, providing clear topics for the gen-AI 
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platform to address. For example, a prompt 
that asks, “What challenges do disease X 
patients often face?” is likely to receive a generic 
response. A more targeted prompt might be “In 
~5 bullets, can you summarize the challenges 
patients with severe disease X face? Include 
symptoms, relevant therapies, and additional 
support needed in your summary.” The addition 
of these specific details in question wording are 
critical to ensuring higher quality outputs. Some 
best practices in generating prompt are listed 
here.5

Cross functional collaboration: User feedback 
from insights and business users is very 
important, as it can provide input on where 
the performance is lacking and to identify 
areas of improvement for the iterations. Close 
collaboration between data science, insights 
and business functions is key to a successful 
experiment and future implementation.

Human review is paramount: While LLMs 
were able to retrieve and cite references for 
information sources; it still required human 
review to validate and trust. This is especially 
needed when quantitative information is being 
cited which can sometimes be inaccurately 
pulled. In addition, if the model is asked to 
produce any derived information, like averages, 
the calculations need to be checked. This 
however means, that in the short term, any 
efficiency gains may be partially offset by time 
required to review and validate the results. 

User interface is a key factor for ease of use 
and future adoption: A final learning is on 
the importance of the user interface used for 
applying the gen AI technology. Various user 
interface features like ability to upload data, 
provide guiding prompts, generating well 
formatted outputs, ability to copy results in 
other documents, and easy review of references, 
are very important in ensuring a smooth user 
experience and ultimately, the adoption of the 
technology. For example, the study initially 

faced some processing issues, which led to 
higher compute time for responses, and it 
became a significant pain point until it was 
resolved. Developers of gen-AI based tools must 
keep the user interface design an important part 
of the solution for enabling adoption. 

This study showed several areas where 
generative AI technology performs very well, 
i.e. in generating qualitative responses and 
providing efficiency in generating insights from 
multiple sources. There are still limitations, 
e.g. in generating accurate quantitative insights 
and need for human review and validation. 
However, as seen by improvement through 
iterations on data, prompts and user interface, 
and continuous improvements to available 
foundational LLM models, there is promise that 
gen AI based tools can significantly add value 
to the insight generation process. The study 
provides several learnings that can be built 
upon to make gen AI solutions more effective. 
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Abstract
The relationship between pharmaceutical sales representatives and Healthcare Professionals (HCPs) is undergoing a significant
transformation, moving from a historically transactional focus to an era characterized by the necessity of genuine, trust-based
partnerships. This evolution is driven by a mutual understanding of the ultimate goal: improving patient outcomes. Establishing and
nurturing these authentic connections is not merely beneficial but critical for the future of healthcare collaborations. In fact, a substantial
majority of HCPs have indicated a significantly higher likelihood of engaging with a sales representative if the interaction mirrors the
quality of their best professional relationships. Furthermore, positive engagements can foster broader company affinity, increasing the
propensity of HCPs to open emails and pay attention to a company’s messages.

Effective engagement between pharmaceutical companies and HCPs is paramount, serving as the vital link through which HCPs receive
the latest information on drugs, treatment protocols, and clinical pipelines, while also providing a platform for them to ask questions,
voice concerns, and offer valuable feedback. Pharmaceutical sales representatives are at the forefront of this engagement, playing a
multifaceted role that extends beyond simply promoting and selling drugs. Their responsibilities include providing comprehensive and
accurate education about pharmaceutical products, building and maintaining strong relationships with HCPs, identifying and pursuing
new sales opportunities, and ensuring adherence to ethical standards and regulatory guidelines. Given the increasing complexity
of the pharmaceutical industry and its stringent regulatory environment, the role of certified pharmaceutical representatives has
become even more significant. This complexity underscores the necessity for sales representatives to be well-versed in scientific and
medical aspects of products, fully understand regulatory compliance, and possess strong communication and relationship-building skills.

To address these challenges, this paper proposes a multimodal multi-agent system designed to empower sales representatives
with advanced tools and real-time insights. The system leverages the capabilities of three distinct agents: a Natural Language
Processing (NLP) agent to analyze HCP interactions and extract key information, a machine learning agent to predict HCP behavior
and preferences, and a reporting agent to streamline reporting tasks and provide actionable summaries.

By facilitating efficient knowledge sharing and collaboration among these agents, the system enables sales representatives to
gain a deeper understanding of HCP needs and tailor their engagement strategies accordingly. The system’s knowledge base is
continuously updated with the latest data and insights, ensuring that sales representatives have access to the most relevant information
for informed decision-making.

This paper explores potential use cases and applications of the system, demonstrating its versatility in various scenarios such as
product launches, new HCP targeting, and ongoing engagement efforts. The paper also discusses methods for evaluating and validating
the system’s performance, ensuring its effectiveness and accuracy in real-world settings.

Finally, the paper discusses potential benefits and limitations of the proposed solution, outlining future research directions and
potential enhancements to further optimize its capabilities. The multimodal multi-agent system presented in this paper has the potential
to significantly impact pharmaceutical sales and HCP engagement by empowering sales representatives with advanced tools and
real-time insights for informed decision-making and tailored engagement strategies.
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Multimodal Multi-Agent Solution for Sales Representatives 1

Multimodal Multi-Agent Solution for Sales Representatives
Shihan He1 and Anubhav Srivastava2

1Machine Learning Engineer at AI CoE, Novo Nordisk Inc. and 2Associate Director at AI CoE, Novo Nordisk Inc.

Abstract
The relationship between pharmaceutical sales representatives and Healthcare Professionals (HCPs) is undergoing a significant
transformation, moving from a historically transactional focus to an era characterized by the necessity of genuine, trust-based
partnerships. This evolution is driven by a mutual understanding of the ultimate goal: improving patient outcomes. Establishing and
nurturing these authentic connections is not merely beneficial but critical for the future of healthcare collaborations. In fact, a substantial
majority of HCPs have indicated a significantly higher likelihood of engaging with a sales representative if the interaction mirrors the
quality of their best professional relationships. Furthermore, positive engagements can foster broader company affinity, increasing the
propensity of HCPs to open emails and pay attention to a company’s messages.

Effective engagement between pharmaceutical companies and HCPs is paramount, serving as the vital link through which HCPs receive
the latest information on drugs, treatment protocols, and clinical pipelines, while also providing a platform for them to ask questions,
voice concerns, and offer valuable feedback. Pharmaceutical sales representatives are at the forefront of this engagement, playing a
multifaceted role that extends beyond simply promoting and selling drugs. Their responsibilities include providing comprehensive and
accurate education about pharmaceutical products, building and maintaining strong relationships with HCPs, identifying and pursuing
new sales opportunities, and ensuring adherence to ethical standards and regulatory guidelines. Given the increasing complexity
of the pharmaceutical industry and its stringent regulatory environment, the role of certified pharmaceutical representatives has
become even more significant. This complexity underscores the necessity for sales representatives to be well-versed in scientific and
medical aspects of products, fully understand regulatory compliance, and possess strong communication and relationship-building skills.

To address these challenges, this paper proposes a multimodal multi-agent system designed to empower sales representatives
with advanced tools and real-time insights. The system leverages the capabilities of three distinct agents: a Natural Language
Processing (NLP) agent to analyze HCP interactions and extract key information, a machine learning agent to predict HCP behavior
and preferences, and a reporting agent to streamline reporting tasks and provide actionable summaries.

By facilitating efficient knowledge sharing and collaboration among these agents, the system enables sales representatives to
gain a deeper understanding of HCP needs and tailor their engagement strategies accordingly. The system’s knowledge base is
continuously updated with the latest data and insights, ensuring that sales representatives have access to the most relevant information
for informed decision-making.

This paper explores potential use cases and applications of the system, demonstrating its versatility in various scenarios such as
product launches, new HCP targeting, and ongoing engagement efforts. The paper also discusses methods for evaluating and validating
the system’s performance, ensuring its effectiveness and accuracy in real-world settings.

Finally, the paper discusses potential benefits and limitations of the proposed solution, outlining future research directions and
potential enhancements to further optimize its capabilities. The multimodal multi-agent system presented in this paper has the potential
to significantly impact pharmaceutical sales and HCP engagement by empowering sales representatives with advanced tools and
real-time insights for informed decision-making and tailored engagement strategies.

Key words: GenAI Solutions, Multimodal, Multi-Agent, RAG System



44

1. Introduction

Content Enablement for Effective HCP Interactions:
Challenges and the Critical Role of Sales
Representatives
The pharmaceutical industry operates within a dynamic and highly regulated
environment, where the engagement between sales representatives and
Healthcare Professionals (HCPs) is paramount. These interactions are crucial
for disseminating vital information about new treatments, medical devices,
and therapeutic advancements. However, the sheer volume and complexity
of medical knowledge, coupled with the increasing sophistication of HCPs,
necessitate a paradigm shift in how sales teams are equipped and supported.
Traditional digital tools, while offering a degree of access to information, often
fall short of providing the nuanced knowledge and strategic guidance required
for truly effective engagements.

The current landscape demands that sales representatives not only possess
a deep understanding of the products they represent but also the broader
clinical context, relevant research, and the specific needs and preferences of
individual HCPs. Merely providing access to a vast repository of documents,
presentations, and marketing materials is insufficient. Sales teams require
intelligent tools that can surface the right information at the precise moment
of need and, crucially, guide them on how to leverage this information
strategically during their preparation for HCP interactions. The healthcare
sector’s stringent regulatory framework further underscores the importance
of accuracy and compliance in all communications with HCPs, making
robust content enablement solutions an indispensable asset. The increasing
volume and complexity of medical information, combined with the imperative
for strategic application in HCP interactions, reveals a significant gap that
conventional tools struggle to bridge.

This necessitates the adoption of intelligent, context-aware solutions, such as
a multi-modal, multi-agent Retrieval-Augmented Generation (RAG) system.
This system represents a fundamental advancement in internal content
enablement for pharmaceutical sales representatives. It moves beyond simply
providing access to information; it actively assists representatives in finding,
understanding, and utilizing the most relevant knowledge for each specific
situation.

Recognizing that sales enablement materials span diverse formats, our
proposed RAG system features a multi-modal architecture. It’s designed to
ingest, process, and integrate information from various sources common in
sales environments—including text documents, slide presentations, images,
training videos, and audio recordings. This holistic approach mirrors how sales
representatives naturally encounter and utilize information, aiming to improve
their knowledge retention and practical application. Furthermore, the system
employs a hierarchical multi-agent architecture, coordinated by a Task Maestro
Agent that utilizes chain-of-thought reasoning to manage complex requests.
This central agent delegates specific sub-tasks to a team of ’Synergistic Content
Agents’, each with a distinct specialization, such as the Resource Locator
for finding content, the Market Insight Agent for relevant data, the Tailoring
Agent for personalization, the Slides Crafter for presentation elements, and the
Content Optimizer for refining output. This collaborative framework ensures
that sales representatives receive not just accurate information, but contextually
relevant content optimized and formatted for their immediate needs.

In this article, we detail the design and implementation of a multi-modal, multi-
agent RAG system and demonstrate its potential to improve the effectiveness
and efficiency of pharmaceutical sales representatives.

2. Preliminary

2.1 Understanding Retrieval-Augmented Generation
(RAG)
At its core, Retrieval-Augmented Generation (RAG) represents an advanced
AI framework designed to enhance the capabilities of Large Language Models
(LLMs) by grounding their responses in external, verifiable knowledge
sources. This process involves two primary stages: first, retrieving relevant
information from a designated knowledge base, and second, utilizing this
retrieved information to augment the LLM’s content generation process. By
incorporating external data, RAG helps to mitigate inherent limitations of
LLMs, such as the potential for generating outdated or factually incorrect
information, often referred to as hallucinations. This foundational mechanism
of RAG is crucial for providing sales representatives with access to and the
ability to utilize the extensive amounts of digital content relevant to their
interactions with HCPs. It ensures that the information delivered is firmly
rooted in factual data, thereby significantly reducing the risk of inaccuracies, a
paramount concern within the healthcare domain.

2.2 The Power of Multi-Modality in HCP Interactions
While traditional RAG primarily focuses on textual data, multi-modal RAG
extends this framework to encompass a wider array of data formats, moving
beyond text to include images, tables, images and potentially even audio and
video content. In the context of HCP engagement, the information landscape
is rich and diverse, often incorporating conference pictures, clinical trial
results presented in tables, and educational videos explaining complex medical
procedures. A multi-modal solution possesses the capability to process and
seamlessly integrate information derived from these disparate sources, thereby
offering a more comprehensive and nuanced understanding of the subject
matter. These diverse forms of content often enrich interactions with HCPs,
and a multi-modal RAG solution can effectively leverage them. This provides
sales representatives with a more holistic understanding and more impactful
communication tools, enabling them to engage with HCPs using the full
spectrum of relevant information.

2.3 Multi-Agent Systems for Enhanced Guidance
To further enhance the effectiveness of RAG for sales enablement, the
integration of multi-agent systems offers a significant advantage. Multi-
agent systems involve the collaborative efforts of multiple autonomous AI
agents working in concert to achieve a shared objective. Within the realm
of sales enablement, these agents can be specialized to handle specific
tasks, such as the efficient retrieval of knowledge, the provision of strategic
analysis based on that knowledge, and the generation of actionable content
tailored for HCP interactions. To ensure a cohesive and efficient operation,
a central orchestrator agent can be implemented to manage the overall
workflow and facilitate seamless collaboration among these specialized agents.
This multi-agent approach directly addresses the user’s need for ”strategy.”
By having agents specifically designed to analyze retrieved knowledge and
understand the context of HCP interactions, the system can provide strategic
recommendations that go beyond simply delivering information.

© The Authors. All rights reserved.
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3. Methodology

3.1 Large Language Models (LLMs) and Vision
Language Models (VLMs)
The foundational intelligence of a multi-agent multi-modal RAG solution
relies heavily on the capabilities of Large Language Models (LLMs) and
Vision Language Models (VLMs). LLMs serve as the primary generative
engine, adept at processing text-based information and generating coherent
and contextually relevant responses. The model we use is azure-openai-
gpt4o. Complementing LLMs are VLMs, which extend these capabilities to
the visual domain, enabling the system to understand and process information
contained within images and potentially videos. Examples of VLMs include
in the solution is Anthropic Claude 3.5 Sonnet. The careful selection
of appropriate LLMs and VLMs is paramount for the system’s ability to
effectively understand and generate content across the diverse modalities
encountered in HCP interactions.

3.2 Embedding Models for Text, Images, and Tables
To facilitate efficient information retrieval across different data types,
embedding models play a crucial role. These models convert text, images, and
tables into high-dimensional vector representations, allowing the system to
perform semantic similarity searches and retrieve relevant information based
on meaning rather than just keywords. This solution includes the azure-
openai-embed model for text and the Amazon Titan image embedding
model for images. It is often necessary to employ different embedding models
tailored to the specific characteristics of each modality to accurately capture
their unique semantic features. The quality of these embedding models is
critical for the Knowledge Retrieval Agent to effectively locate pertinent
information from the organization’s digital tools, regardless of the content
format.

3.3 Vector Databases for Efficient Information
Retrieval
The efficient storage and retrieval of the vector embeddings generated by
the embedding models are handled by specialized databases known as
vector databases. These databases are specifically designed to store and

query high-dimensional vector data, enabling fast and accurate similarity
searches. Examples of vector databases include FAISS and ChromaDB. These
databases are essential for rapidly identifying and retrieving the most relevant
content in response to a sales representative’s query during time-sensitive
interactions with HCPs. A scalable and performant vector database is therefore
a fundamental requirement for a RAG solution aiming to provide real-time
guidance.

3.4. Multi-Agent System for Content Enablement
The diagram illustrates a multi-agent system designed for Content Enablement,
structured in distinct layers to process user requests initiated via the Content
Hub UI:

• Orchestration Layer - Task Maestro Agent: This central agent acts as
the primary orchestrator. It receives tasks from the UI, interprets the user’s
needs, and manages the overall workflow. It utilizes Chain of Thought
Reasoning to break down complex requests into sequential steps (Step 1,
Step 2... Step n).

• Execution Layer - Synergistic Content Agents: This layer consists
of multiple specialized agents working collaboratively to fulfill the task
steps defined by the Task Maestro Agent. Sub Agent appears to
coordinate the activities within the Synergistic Content Agents layer,
receiving instructions from the Task Maestro Agent and delegating to the
appropriate specialist agent.

• Specialized Agents:

– Resource Locator:Responsible for finding and retrieving relevant
information such as clinical study results, approved prescribing
information, formulary details, treatment guidelines, and existing
compliant content assets (e.g., detail aids, slide decks) pertinent to the
HCP’s specialty or query.
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– Market Insight Agent: Tasked with gathering and analyzing market-
specific data including therapeutic area trends, competitor activities,
payer policies, and insights specific to the HCP (e.g., specialty,
prescribing behavior, past interactions, identified clinical needs,
institutional affiliations).

– Tailoring Agent: Focuses on customizing or adapting retrieved
information and core content assets to the specific context of the
HCP interaction, considering the HCP’s specialty, patient population
focus, prior engagement history, and anticipated clinical questions or
objections.

– Slide Crafter:Specializes in generating relevant presentation slides or
visual content incorporating clinical data visualizations, mechanism
of action (MoA) diagrams, patient journey illustrations, or formulary
comparison visuals, designed for effective and compliant HCP
engagement.

– Content Optimizer:Works on refining and improving the generated or
tailored content, ensuring medical accuracy, adherence to regulatory
and compliance guidelines (including fair balance and appropriate
referencing), brand consistency, and overall quality suitable for ethical
and effective HCP communication.

3.5. Agent Orchestration Framework
The development and management of the interactions between these multiple
agents can be significantly simplified through the use of agent orchestration
frameworks such as Dataiku Advanced LLM Mesh feature. This frameworks
provide developers with the necessary tools to define agent workflows,
establish communication protocols between agents, and manage the overall
decision-making processes within the system. Utilizing a robust agent
orchestration framework streamlines the development process and allows for
easier scaling and customization of the multi-agent system over time.

This study presents a multimodal multi-agent solution designed to enhance
the efficiency of pharmaceutical sales representatives in their interactions
with healthcare professionals (HCPs). The system leverages text, voice, and
visual data inputs to capture and analyze interactions in real-time, providing
actionable insights and streamlined reporting.

4. Outcome
Transforming Sales Interactions: Providing Knowledge and Strategy Through
Content

4.1 Enhanced Access to Comprehensive and
Up-to-Date Knowledge
A key advantage of a multi-agent multi-modal RAG solution is its ability
to integrate seamlessly with the various existing digital tools utilized by
sales representatives, including Customer Relationship Management (CRM)
systems, centralized document repositories, and marketing automation
platforms. This integration allows sales representatives to pose natural
language questions and receive relevant information aggregated from across
these diverse systems in a unified and easily digestible format. Furthermore,
the inherent RAG component of the solution ensures that the information
retrieved is the most current and accurate data available within the connected
systems. By providing a single, intelligent point of access to knowledge
from multiple sources, the solution significantly reduces the time sales
representatives spend searching for critical information, thereby ensuring they
have the most up-to-date content readily available for their interactions with
HCPs.

4.2. Contextualized Information Delivery for
Personalized Interactions
The multi-modal capabilities of the RAG solution enable it to understand the
specific context of each HCP interaction. This includes considering factors
such as the HCP’s medical specialty, records of past interactions, and any
previously expressed interests or preferences. The information retrieved by the
system can then be precisely tailored to this specific context, ensuring that
the sales representative delivers the most relevant and personalized content
to the HCP. This level of personalization is crucial for fostering stronger
relationships with HCPs and ensuring that the information shared is both
timely and pertinent to their needs.

4.3. Strategic Guidance Integrated into the Workflow
Beyond simply providing access to knowledge, the strategy recommendation
agent within the multi-agent system plays a vital role in enhancing the
effectiveness of sales interactions. This agent can analyze the available
information, taking into account the specific context of the HCP interaction,
and suggest the most effective approach for the sales representative to adopt.
This includes recommending key talking points to emphasize, anticipating
potential questions the HCP might ask, and providing guidance on how to
proactively address potential objections or concerns 16. This strategic guidance
can be delivered in real-time during an interaction or as part of pre-call
planning, empowering sales representatives to engage with HCPs in a more
informed and strategic manner, ultimately leading to more productive and
successful engagements.

5. Practical Applications and Use Cases for Sales Reps
Interacting with HCPs
The implementation of a multi-agent multi-modal RAG solution can
significantly enhance various aspects of a sales representative’s workflow when
interacting with HCPs.

5.1. Pre-Call Planning and Preparation
Before engaging with an HCP, sales representatives can utilize the system to
quickly gather comprehensive background information. This includes details
about the HCP’s research interests, recent publications, and a history of past
interactions with the company. The system can also provide easy access
to relevant product information, including clinical trial data and approved
marketing materials in various formats such as text, images, and tables.
Furthermore, the strategy recommendation agent can analyze this information
and suggest key areas of focus for the upcoming meeting, ensuring the sales
representative is well-prepared and can tailor their message effectively. This
enhanced pre-call planning leads to more focused and productive meetings.

5.2. Real-Time Support During HCP Interactions
During a meeting with an HCP, the sales representative can leverage the
system to provide immediate and accurate responses to questions that may
arise. If an HCP inquires about specific details or data, the sales rep can
use natural language to query the system and retrieve the most up-to-date
information in real-time. The multi-modal capabilities allow the representative
to seamlessly share relevant visuals, such as mechanism of action diagrams
or data tables summarizing clinical trial results, to support their answers and
enhance the clarity of their communication. The system can also offer real-time
guidance on how to best respond to specific questions or concerns raised by the
HCP, enabling the sales representative to handle inquiries with confidence and
accuracy.
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5.3. Post-Call Follow-Up and Action Items
Following a meeting with an HCP, the system can assist the sales representative
in summarizing the key discussion points and identifying any necessary follow-
up actions. Based on the conversation, the system can suggest relevant
resources, such as specific research papers or detailed product brochures, to
share with the HCP. Additionally, the system can help the sales representative
efficiently update the CRM system with crucial information gathered during
the interaction and assist in planning for future engagements with the same
HCP. This streamlined approach to post-call activities ensures that sales
representatives can effectively follow up and maintain positive momentum in
their relationships with HCPs.

6. Benefits of Implementing a Multi-Agent
Multi-Modal RAG Solution
The adoption of a multi-agent multi-modal RAG solution offers a multitude of
benefits for pharmaceutical and medical device companies seeking to enhance
their sales interactions with HCPs.

6.1. Enhanced Sales Productivity and Effectiveness
By providing sales representatives with readily accessible and contextually
relevant knowledge and strategic guidance, this solution empowers them
to have more productive and successful interactions with HCPs 4. They
can respond to inquiries with greater accuracy and provide more pertinent
information, thereby bolstering their credibility and fostering trust with
the healthcare professionals they engage with. This improvement in sales
productivity directly contributes to better business outcomes, including
increased sales figures and the cultivation of stronger relationships with key
stakeholders in the healthcare community.

6.2. Improved HCP Engagement and Satisfaction
HCPs benefit from receiving timely, accurate, and personalized information
tailored to their specific needs and interests, leading to a more positive and
valuable interaction experience 4. This enhanced engagement and satisfaction
can translate into stronger, more enduring relationships between the company
and the HCPs it serves. Satisfied HCPs are more likely to be receptive to the
company’s products and services, which is crucial for long-term success in the
competitive healthcare market.

6.3. Increased Efficiency and Reduced Costs
The implementation of this solution leads to increased efficiency within the
sales team. Sales representatives spend less time searching for necessary
information and can dedicate more of their time to direct engagement with
HCPs 4. Furthermore, the system can automate certain routine tasks, such as
the retrieval of information and the initial stages of post-call follow-up, thereby
freeing up valuable time for sales representatives to focus on more strategic
activities. This improved efficiency and automation can result in significant
cost savings for the organization over time.

6.4. Enhanced Compliance and Reduced Risk
In the highly regulated healthcare industry, ensuring compliance with relevant
regulations and company policies is paramount. A multi-agent multi-modal
RAG solution can be specifically designed to ensure that all information
shared with HCPs adheres to these stringent requirements 6. This capability
significantly reduces the risk of sales representatives inadvertently sharing
inaccurate or unapproved information, thereby safeguarding the company from
potential regulatory issues and reputational damage.

6.5. Scalability and Adaptability
The architecture of a multi-agent multi-modal RAG solution is inherently
scalable, allowing it to accommodate a growing volume of digital content and
an expanding base of users as the organization’s needs evolve 16. The modular
design of the system also allows for its adaptation to incorporate new data
sources and to evolve in response to changing market dynamics and emerging
information. This scalability and adaptability ensure the long-term value and
sustained relevance of the solution to the organization’s strategic objectives.

7. Key Considerations and Challenges for Successful
Implementation
While the potential benefits of a multi-agent multi-modal RAG solution
are substantial, successful implementation requires careful consideration of
several key factors and potential challenges.

7.1. Data Integration and Quality
A critical prerequisite for the success of the RAG solution is the effective
integration with the organization’s existing digital tools and the assurance
of high data quality and consistency. The data from these various sources
needs to be properly indexed and readily accessible to ensure efficient and
accurate retrieval by the system. The overall effectiveness of the RAG solution
is directly contingent upon the quality and accessibility of the underlying data.
Therefore, meticulous planning and execution of the data integration process
are essential.

7.2. Agent Orchestration Complexity
Designing and managing the intricate interactions between multiple
autonomous agents within the system can present a significant challenge
and necessitates careful planning and architectural design. Ensuring seamless
communication and effective collaboration among these specialized agents
is paramount for achieving optimal performance and delivering coherent
guidance to the sales representatives. Robust agent orchestration is therefore
key to realizing the full potential of a multi-agent system.

7.3. Multi-Modal Data Processing Challenges
Handling a variety of data modalities, including text, images, and
tables, requires the utilization of specialized AI models and sophisticated
processing techniques tailored to each format. Furthermore, achieving a
consistent semantic understanding across these diverse modalities can be
a complex undertaking. Implementing effective multi-modal capabilities
demands expertise in managing diverse data formats and ensuring a unified
interpretation of their content.

7.4. Security and Compliance in Healthcare
In the healthcare sector, the protection of sensitive patient information and
proprietary company data is of utmost importance 6. The multi-agent multi-
modal RAG solution must be designed and implemented to comply fully
with all relevant regulations, such as HIPAA in the United States, and other
applicable data privacy laws 6. Security and compliance considerations must
be integrated into every stage of the development and deployment process to
ensure the confidentiality, integrity, and availability of sensitive data.

7.5. User Adoption and Training
The successful adoption and effective utilization of the new solution by the
sales representatives are crucial for achieving the desired business outcomes.
This requires providing comprehensive training and ongoing support to
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ensure that sales teams are comfortable and proficient in using the system.
Highlighting the tangible benefits of the solution and proactively addressing
any concerns or potential resistance to change are important steps in fostering
widespread user adoption.

8.Orchestrating Agents for Optimal Sales Guidance
To ensure the multi-agent system effectively delivers optimal sales guidance, a
well-defined orchestration strategy is essential.

8.1. Defining Agent Roles and Responsibilities
The first step in effective orchestration is to clearly define the specific tasks
and responsibilities of each agent within the multi-agent system. This includes
a precise understanding of the functions of the Knowledge Retrieval Agent,
the analytical capabilities of the Strategy Recommendation Agent, the content
creation duties of the Content Generation Agent, and the supervisory role of
the Orchestrator Agent. Clearly delineated roles prevent functional overlap
and ensure that each agent contributes optimally to the overarching goal of
providing comprehensive sales guidance.

8.2. Designing the Agent Workflow for HCP
Interactions
Mapping out the step-by-step process through which the agents will interact
to address a sales representative’s query is crucial for efficient operation. This
workflow design should take into account various interaction scenarios, such
as the information needs during pre-call planning, the types of questions that
might arise during an HCP meeting, and the data required for post-call follow-
up activities. A well-designed workflow ensures that the agents collaborate
seamlessly and efficiently to deliver timely and relevant guidance at each stage
of the sales process.

8.3. Implementing Communication Protocols Between
Agents
Establishing clear communication protocols that govern how the agents will
exchange information and coordinate their actions is vital for the smooth
functioning of the multi-agent system. This may involve implementing specific
message formats, utilizing shared memory resources, or employing other
inter-agent communication mechanisms provided by the chosen orchestration
framework. Effective communication is fundamental for enabling the agents
to collaborate efficiently, resolve conflicts, and avoid delays in providing
guidance.

8.4. Incorporating Decision-Making Logic and
Reasoning
Equipping the Strategy Recommendation Agent with sophisticated decision-
making logic and potentially integrating machine learning models is essential
for its ability to analyze retrieved information and provide insightful and
actionable recommendations. This may involve the implementation of
advanced reasoning techniques such as chain-of-thought prompting or the
application of reinforcement learning methodologies to continuously improve
the quality of strategic advice provided. The sophistication of this decision-
making logic directly influences the intelligence and ultimate effectiveness of
the strategic guidance offered to the sales team.

8.5. Monitoring and Evaluating Agent Performance
Implementing robust mechanisms to track the performance of each individual
agent and the overall multi-agent system is a critical aspect of ensuring its

ongoing effectiveness. This includes defining and monitoring key performance
indicators (KPIs) such as response times, the accuracy and relevance of
the information provided, and ultimately, user satisfaction among the sales
representatives. Continuous monitoring and evaluation are necessary to
identify areas for potential improvement, fine-tune the system’s performance,
and ensure that it continues to meet the evolving needs of the sales team.

9. Conclusion: Empowering Sales Teams with
Intelligent Content Enablement
In conclusion, a multi-agent multi-modal RAG solution holds immense
potential to revolutionize content enablement for sales representatives within
the healthcare sector. By seamlessly integrating advanced retrieval and
generation capabilities with the collaborative power of multiple specialized
AI agents, this approach offers a transformative solution for enhancing
HCP interactions. The ability of the system to provide both comprehensive
knowledge, drawing from diverse digital content formats, and strategic
guidance, tailored to the specific context of each interaction, equips sales teams
to engage with HCPs more effectively and confidently.

The key benefits of implementing such a solution are manifold, including
significant increases in sales productivity and effectiveness, improved
engagement and satisfaction among HCPs, enhanced operational efficiency
and reduced costs, strengthened compliance with industry regulations, and the
inherent scalability and adaptability of the system to future needs. While the
implementation of a multi-agent multi-modal RAG solution presents certain
challenges, particularly in the areas of data integration, agent orchestration,
multi-modal data processing, security and compliance, and user adoption,
these can be effectively addressed through careful planning, expert execution,
and a commitment to continuous improvement.

Looking ahead, AI-powered solutions like this multi-agent multi-modal RAG
system will play an increasingly vital role in empowering sales teams within
the healthcare industry. By providing intelligent content enablement, these
systems will drive greater success in HCP interactions, foster stronger
relationships, and ultimately contribute to improved patient outcomes in the
evolving healthcare landscape.
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Abstract: The increasing use of Large Language Models (LLMs) in healthcare commercial and medical 
applications, presents significant validation challenges owing to highly regulated nature of the industry. 
Validation is particularly difficult when the response is derived through a Chain-of-Thought (CoT) process 
querying healthcare databases, such as EMR claims data which itself carries inherent issues, such as 
inconsistent and incomplete capture of clinical events. 

We encountered these challenges in the “LC-ChatIQ” agent developed to answer user’s question, by querying 
on a backend database consisting of EMR claims and brand sales information. In this context, final response 
by LLM agent could be impacted by either the inherent data related issues at the source level or LLM’s 
incapability in reasoning the correct Chain-of-Thought and resultant queries.

To mitigate such challenges, we propose a validation framework that separates data confidence from LLM 
action confidence. Data confidence is assessed based on source reliability, completeness, and consistency, 
while LLM action confidence focuses on the complexity of reasoning and query formulation. LLM confidence 
is derived using a guard-rail logic that breaks actions into attributes such as reasoning steps and query 
complexity.

Unlike existing methods that rely on real-time validation and improve LLM reasoning, our framework efficiently 
addresses both data and action confidence without requiring additional LLMs. The framework was tested on 
a validation response database of 100 user questions, with 90 valid outcomes. The results showed that the 
framework met success criteria in identifying drug/disease settings, information granularity, and recency, 
with an 82% success rate in assessing LLM action attributes. The underlying approach within our proposed 
framework allows for improved performance in agentic setting and scalability to other therapeutic areas.

1. Introduction

The integration of Large Language Models 
(LLMs) into healthcare is rapidly transforming 
the field, unlocking new possibilities across a 
wide range of applications. From enhancing 
research in oncology and rare diseases to 
supporting drug discovery, medical imaging, 
and commercial functions, LLMs are becoming 
indispensable tools. However, the highly 
regulated and precision-driven nature of the 
healthcare sector means that the application of 

LLMs must undergo strict validations to ensure 
their reliability and accuracy, since healthcare 
decisions based on LLMs, (or any insentient 
intelligence tool for that matter) can have 
profound consequences. 

One of the primary challenges in LLM 
validation arises from the absence of  ‘source 
of truth’ against which LLM responses can be 
measured. The issue is further worsened when  

Figure 1: LC-ChatIQ Agent Architecture View 
 

 
 
Database: In the presented version of LC-ChatIQ datalake, there are 3 major sources of information for 
agent to derive their responses from. The data information and their consolidation into final database is 
presented below: 
 

LC-ChatIQ Database Consolidation 

 Source Type Description Sourced Information Data Granularity 

Data Sources 

Synthetic EMR 
claims1  

Contains machine 
learning based 
Synthetic Dx, Px, 
Rx information on 
top of existing 
information 
available in Raw 
EMR claims. 

Diagnoses/Procedures 

Patient  

Prescription pattern 

Drug drop off  

Duration of Therapy  

Biomarker information 

Raw EMR claims 

Contains Dx, Rx, Px 
information at 
patient level, 
although under-
captured compared 
to known 
benchmarks.  

Treatment outcomes 

Patient 
HCP interactions 

Referral distribution 

Sales Distribution NPS / TRx data of Orals HCP 

 
1 Synthetic EMR claims is Raw EMR claims enhanced with AI generated Dx / Px / Rx claims which provides more 
comprehensive representation of the real-world disease landscape.  
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LLM responses are generated through Chain-
of-Thought based reasoning, where the agents 
query healthcare-specific databases such as 
Electronic Medical Records (EMRs) data. In 
such cases, the integrity of the underlying data 
itself must also be considered, as healthcare 
databases may have issues related to under 
capture, capture biases, completeness, 
and granularity, making the validation a 
multifaceted challenge. This means that LLMs 
can produce inaccurate results if the database 
or reasoning process is flawed.

These challenges were encountered in our 
development work of LC-ChatIQ (Figure 1), an 
LLM agent designed to support cross-functional 
teams, HQ leadership and field representatives. 
The backend of LC-ChatIQ integrated a variety 
of data sources, each with its own intricacies 
and limitations such as varying granularities, 
data incompleteness, and variational capture, 
which could potentially affect the accuracy of 
the agent’s final responses. Furthermore, the 
Chain-of-Thought process required by the agent 
introduced additional validation challenges. 

Given these set of validation complexities, we 
required a more nuanced framework to assess 
the reliability of the LLM responses, one that 
could differentiate between errors originating 
from the data itself and those stemming from 
the agent’s reasoning process.

To address this, we introduced two distinct 
categories of confidence: Data Confidence 
and LLM Action Confidence. Data Confidence 
relates to the quality and reliability of the data 
inputs - how accurate, complete, and consistent 
the underlying information is. LLM Action 
Confidence, on the other hand, focuses on the 
model’s ability to process and reason through 
the data effectively.

2. LC-ChatIQ elements

LC-ChatIQ at its core is a suit of agentic 
LLM module implemented using the ReAct1 
(Reasoning and Acting, proposed by Zhang 
et al., 2023) framework. Below are core key 
components of LC-ChatIQ:

 
Figure 1: LC-ChatIQ Agent Architecture View 

 
 
 
Database: In the presented version of LC-ChatIQ datalake, there are 3 major sources of information for 
agent to derive their responses from. The data information and their consolidation into final database is 
presented below: 
 

LC-ChatIQ Database Consolidation 

 Source Type Description Sourced Information Data Granularity 

Data Sources 

Synthetic EMR 
claims1  

Contains machine 
learning based 
Synthetic Dx, Px, 
Rx information on 
top of existing 
information 
available in Raw 
EMR claims. 

Diagnoses/Procedures 

Patient  

Prescription pattern 

Drug drop off  

Duration of Therapy  

Biomarker information 

Raw EMR claims 

Contains Dx, Rx, Px 
information at 
patient level, 
although under-
captured compared 
to known 
benchmarks.  

Treatment outcomes 

Patient 
HCP interactions 

Referral distribution 

Sales Distribution NPS / TRx data of Orals HCP 

 
1 Synthetic EMR claims is Raw EMR claims enhanced with AI generated Dx / Px / Rx claims which provides more 
comprehensive representation of the real-world disease landscape.  
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Database: In the presented version of LC-ChatIQ datalake, there are 3 major sources of 
information for agent to derive their responses from. The data information and their consolidation 
into final database is presented below:

 
Figure 1: LC-ChatIQ Agent Architecture View 

 
 
 
Database: In the presented version of LC-ChatIQ datalake, there are 3 major sources of information for 
agent to derive their responses from. The data information and their consolidation into final database is 
presented below: 
 

LC-ChatIQ Database Consolidation 

 Source Type Description Sourced Information Data Granularity 

Data Sources 

Synthetic EMR 
claims1  

Contains machine 
learning based 
Synthetic Dx, Px, 
Rx information on 
top of existing 
information 
available in Raw 
EMR claims. 

Diagnoses/Procedures 

Patient  

Prescription pattern 

Drug drop off  

Duration of Therapy  

Biomarker information 

Raw EMR claims 

Contains Dx, Rx, Px 
information at 
patient level, 
although under-
captured compared 
to known 
benchmarks.  

Treatment outcomes 

Patient 
HCP interactions 

Referral distribution 

Sales Distribution NPS / TRx data of Orals HCP 

 
1 Synthetic EMR claims is Raw EMR claims enhanced with AI generated Dx / Px / Rx claims which provides more 
comprehensive representation of the real-world disease landscape.  

Sales information of 
Brand drugs NPS / TRx data of IVs Account 

Granularity 
affiliation 

Patient HCP Parent Top Parent 

Patient statistic 
aggregation 

Granularity level: HCP, Parent, Top Parent 

Interval level: Weekly / Monthly 

Table 1: Raw database consolidation 
 
The primary data sources under consideration include structured tables at various granularities. These 
sources primarily encompass EMR claims (both Raw and Synthetic), with data available at the patient level, 
and Sales Data for branded drugs, with data granularity at the HCP level for oral drugs or account level for 
IV drugs.  
 
The final consolidated database contained weekly/ monthly level patient statistics aggregated at HCP or 
Account (Parent and TopParent) level, which are sourced from EMR sources and Sales Data. Since the 
source level information is present at different granularities, the appropriate mapping mechanism was 
applied to level up the information at other higher granularities (shown in granularity affiliation section in 
table 1). The patient statistics are relevant for numerous key indications/ trials in Lung Cancer as well as 
different patient journey points like Diagnosis, Surgery, Biomarker tests etc. 

 
Terminology Resolver: The Terminology Resolver is a crucial component in the LC-ChatIQ architecture, 
designed to enhance the LLM agent's understanding and response accuracy, especially in domain-specific 
contexts. for e.g Biomarker Testing rate, NPS are domain specific terms that LLM agent might not have 
full understanding of. Resolver interprets and clarify domain-specific terms and defintions, jargon, 
acronyms, and specialized vocabulary that may appear in user queries.  
 
Agentic Module (ReAct framework): Once the Synthetic user query from the Terminology Resolver is 
processed, The ReAct based method decomposes the problem into distinct, logical steps, each involving 
code-driven operations to handle tabular data as needed. [2]. The context from User Conversation 
History/Summary aids to module’s functionality for personalized and contextually relevant responses. 
 
 
3. Related Work 
 
Herein, we primarily focus on the published LLM applications in healthcare domain and delineate the 
approach adopted for validating/evaluating the agentic response and their crucial impact if any, on the use 
case objectives. We further examine whether the considered evaluation criteria within the work, had any 
source of truth or existing context to aid the validation methodology. 
 
Du et al. [3] conducted a comprehensive review of 76 published articles to assess the application of LLMs 
in analyzing real EHR data for enhancing patient care. Their findings indicate that the integration of 
multimodal EHR data with LLMs remains rare. Although, they concluded that agentic workflows over 
structured EHR data can significantly improve decision-making and facilitate more accurate diagnoses, 
particularly for rare diseases, but also underlined that the major limitation which hinders the adoption of 
LLMs in healthcare setting, is the lack of standardized evaluation methods. Within the reviewed studies, 
the most common evaluation metrics were correctness (56 studies), agreement with experts or ground truth 
(12 studies), and completeness, reliability, stability, and readability (each in 7 studies). For accuracy 
assessment, confusion matrix-based metrics were predominantly used. 

Rule based Rule based Direct 
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The primary data sources under consideration 
include structured tables at various 
granularities. These sources primarily 
encompass EMR claims (both Raw and 
Synthetic), with data available at the patient 
level, and Sales Data for branded drugs, with 
data granularity at the HCP level for oral drugs 
or account level for IV drugs. 

The final consolidated database contained 
weekly/ monthly level patient statistics 
aggregated at HCP or Account (Parent and 
TopParent) level, which are sourced from EMR 
sources and Sales Data. Since the source level 
information is present at different granularities, 
the appropriate mapping mechanism was 
applied to level up the information at other 
higher granularities (shown in granularity 
affiliation section in table 1). The patient 
statistics are relevant for numerous key 
indications/ trials in Lung Cancer as well as 
different patient journey points like Diagnosis, 
Surgery, Biomarker tests etc.

Terminology Resolver: The Terminology 
Resolver is a crucial component in the LC-
ChatIQ architecture, designed to enhance 
the LLM agent’s understanding and response 
accuracy, especially in domain-specific contexts. 
for e.g Biomarker Testing rate, NPS are domain 
specific terms that LLM agent might not have 
full understanding of. Resolver interprets and 
clarify domain-specific terms and defintions, 
jargon, acronyms, and specialized vocabulary 
that may appear in user queries. 

Agentic Module (ReAct framework): Once 
the Synthetic user query from the Terminology 
Resolver is processed, The ReAct based method 
decomposes the problem into distinct, logical 
steps, each involving code-driven operations 
to handle tabular data as needed.2 The context 
from User Conversation History/Summary aids 
to module’s functionality for personalized and 
contextually relevant responses.

3. Related Work

Herein, we primarily focus on the published 
LLM applications in healthcare domain and 
delineate the approach adopted for validating/
evaluating the agentic response and their 
crucial impact if any, on the use case objectives. 
We further examine whether the considered 
evaluation criteria within the work, had any 
source of truth or existing context to aid the 
validation methodology.

Du et al.3 conducted a comprehensive review of 
76 published articles to assess the application of 
LLMs in analyzing real EHR data for enhancing 
patient care. Their findings indicate that the 
integration of multimodal EHR data with LLMs 
remains rare. Although, they concluded that 
agentic workflows over structured EHR data 
can significantly improve decision-making and 
facilitate more accurate diagnoses, particularly 
for rare diseases, but also underlined that the 
major limitation which hinders the adoption 
of LLMs in healthcare setting, is the lack of 
standardized evaluation methods. Within the 
reviewed studies, the most common evaluation 
metrics were correctness (56 studies), 
agreement with experts or ground truth (12 
studies), and completeness, reliability, stability, 
and readability (each in 7 studies). For accuracy 
assessment, confusion matrix-based metrics 
were predominantly used.

Gilbert et al.4 attempted to automate the 
extraction of critical health information for 
cancer patients by searching for keywords 
in a patient’s EMR using an LLM. Prompt 
engineering was used to iteratively optimize the 
output, which was then compared to ground 
truth data that was abstracted by manual 
review. The effectiveness of the LLM was 
quantitatively assessed by calculating precision, 
recall, accuracy, and F1 score.
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Nachane et al.5 employed human evaluation 
techniques to categorize the correctness of agent 
responses derived on a clinical MCQ database, 
utilizing a 5-shot Chain-of-Thought prompting 
strategy. A reward-based mechanism was 
integrated to fine-tune the agentic performance.

Cui et al.6 introduced the EHR-CoAgent 
system, a two-agent LLM framework designed 
to predict diseases from EHR data while 
investigating the feasibility of applying 
Large Language Models (LLMs) to convert 
structured patient visit data (e.g., diagnoses, 
labs, prescriptions) into natural language 
descriptions. This system includes a predictor 
agent that makes predictions and explains 
the reasoning, and a critic agent that reviews 
incorrect predictions and offers corrective 
feedback. The critic agent’s feedback is used 

to update the prompts given to the predictor 
agent, enabling the system to learn from its 
mistakes and adapt to the specific challenges of 
the EHR-based disease prediction task.

Sudarshan et al.7 explored methods for 
generating patient-friendly radiology reports 
via an LLM-driven multi-agent workflow. 
This approach aims to reduce the necessity 
for medical professional verification. They 
evaluated agent responses using readability and 
accuracy metrics, employing the Flesch-Kincaid 
grade level (aimed at a US 6th-grade reading 
level) and ICD-10 code matches, respectively.

The consolidated view of the literature research 
is provided below with information and 
learnings relevant to the current use case.

 
Gilbert et al. [4] attempted to automate the extraction of critical health information for cancer patients by 
searching for keywords in a patient’s EMR using an LLM. Prompt engineering was used to iteratively 
optimize the output, which was then compared to ground truth data that was abstracted by manual review. 
The effectiveness of the LLM was quantitatively assessed by calculating precision, recall, accuracy, and F1 
score. 
 
Nachane et al. [5] employed human evaluation techniques to categorize the correctness of agent responses 
derived on a clinical MCQ database, utilizing a 5-shot Chain-of-Thought prompting strategy. A reward-
based mechanism was integrated to fine-tune the agentic performance. 
 
Cui et al. [6] introduced the EHR-CoAgent system, a two-agent LLM framework designed to predict 
diseases from EHR data while investigating the feasibility of applying Large Language Models (LLMs) to 
convert structured patient visit data (e.g., diagnoses, labs, prescriptions) into natural language descriptions. 
This system includes a predictor agent that makes predictions and explains the reasoning, and a critic agent 
that reviews incorrect predictions and offers corrective feedback. The critic agent’s feedback is used to 
update the prompts given to the predictor agent, enabling the system to learn from its mistakes and adapt 
to the specific challenges of the EHR-based disease prediction task 
 
Sudarshan et al. [7] explored methods for generating patient-friendly radiology reports via an LLM-driven 
multi-agent workflow. This approach aims to reduce the necessity for medical professional verification. 
They evaluated agent responses using readability and accuracy metrics, employing the Flesch-Kincaid 
grade level (aimed at a US 6th-grade reading level) and ICD-10 code matches, respectively. 
 
The consolidated view of the literature research is provided below with information and learnings relevant 
to the current use case. 
 

Authors Healthcare use-
case Used data LLM elements Presence Ground 

truth Validation criteria 

Cui et al. Disease prediction EHR (Dx, Px, 
Rx) 

CoT/Reasoning Yes _ _ 

Response Yes Yes F1 score 

Du et al. 
Miscellaneous, 
Systematic Review 
(n = 76) 

EHR 
CoT/Reasoning In some 

(n=3)  _ _ 

Response Yes Yes Correctness, Manual 
confirmation 

Nachane et 
al. 

Medical question 
answering 

MEDQA-
MCQ 

CoT/Reasoning Yes _ _ 

Response Yes Yes Manual 
confirmation 

Gilbert et al. Care information 
extraction 

EMR clinical 
notes 

CoT/Reasoning No _ _ 

Response Yes Yes Manual 
confirmation 

Sudarshan et 
al. 

Medical report 
summarization 

Radiology 
report 

CoT/Reasoning No _ _ 

Response Yes Yes Readability, 
Accuracy 

Qu et al. 
Medical event 
information 
extraction 

EMR clinical 
notes & open-
source MIMIC  

CoT/Reasoning No _ _ 

Response Yes Yes 
Accuracy, 
Sensitivity, 
Specificity 

Table 2: Literatures reviewed 
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To summarize the literature review on LLM 
applications in healthcare, key finding was 
that the majority of the literatures relied on 
zero-shot or few-shot prompting techniques, 
rather than incorporating Chain-of-Thought 
prompting. While a limited number of studies 
do employ Chain-of-Thought prompting, they 
frequently overlook any validation criteria for 
the reasoning steps involved, instead relying on 
the LLM itself to assess the nature of thought 
pattern. In certain instances, the effectiveness of 
Chain-of-Thought prompting is evaluated solely 
based on improvements in final performance, 
which inherently requires the presence of 
ground truth data by definition. On the other 
hand, for use cases like question-answering, 
information extraction or summarization, the 
response evaluation method was mostly manual 
confirmation and judgement.

4. Key considerations in LC-
ChatIQ validation

One of the key issues identified in the reviewed 
literature is the absence of validation criteria 
for the underlying data, particularly given 
the inherent flaws in EMR, and clinical notes 
data. EMR or claims data often fail to cover 
a sufficiently diverse patient and healthcare 
provider population, limiting the ability to 
draw confident conclusions. Additionally, these 
datasets are frequently compromised by the 
underreporting of critical medical events such 
as diagnoses, procedures, and treatments. 
Making critical decisions based on incomplete 
data, whether in commercial or medical 
applications, poses significant risks, especially 
within the highly regulated healthcare industry.

Another notable challenge highlighted during 
the exploratory work is the lack of evaluation 
criteria for Chain-of-Thought reasoning 
steps, particularly in unsupervised settings 
where ground truth data may be limited or 
unavailable. Relying on another LLM to assess 

the reasoning steps does not fully address the 
issue, as it introduces the need to manage yet 
another model. This necessitates ensuring that 
the secondary LLM is provided with appropriate 
instructions and data, while also adding 
additional complexity, cost, and resource 
demands to the system. 

Therefore, the key challenges realized in LC-
ChatIQ validation are as follows:

•	 How do we validate LLM response in 
Absence of Source of Truth for User 
questions?

•	 How do we validate underlying Chain of 
Thought and Data Sources used?

•	 How do we ensure explainability of LC-
ChatIQ confidence comprehensible to the 
end user?

•	 Can the validation framework be made 
scalable as LC-ChatIQ application 
expands across Data sources and Tumors?

5. Validation Criteria 

To address the challenges posed on LLM 
validation within our LC-ChatIQ application, 
we propose a robust, two-pronged validation 
framework that evaluates both data 
confidence and LLM action confidence. 

5.1 Data Confidence

The first component, data confidence, 
assesses several key aspects related to the 
underlying database: the reliability of data 
sources, the completeness of the data, 
consistency in the temporal capture of 
events, and the patient-healthcare interaction 
mapping. Data confidence types along with 
their corresponding key considerations are 
mentioned below: 
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Confidence type Considerations 

Data Source Confidence  

• Data sources considered the "source of truth" (e.g., Sales Data, Raw Claims) generally exhibit a 
high degree of confidence in their accuracy. 

• Data sources directly referenced by business units or headquarters typically carry a high level of 
confidence. 

• The confidence level in sources containing synthetic data (e.g., Synthetic Claims) varies, 
depending on the method of data synthesis, ranging from low to high. 

Data Completeness / 
Coverage 

• Sources with significant undercoverage of patients, healthcare providers, or accounts (e.g., Sales 
data for non-TRx claims, Claims data with incomplete diagnoses or treatments) tend to have low 
confidence. 

Temporal Capture • Recent analyses of claims data generally exhibit lower confidence due to the inherent limitations 
of recent data capture. 

Entity Affiliation 

• Data sources with rule-based entity mapping (e.g., HCP, parent, top-parent affiliations) often 
result in diluted confidence, depending on the success rate of the mapping process (e.g., Claims 
data linking patients to accounts for insights). 

• Child-Parent-Subnational mappings typically have high confidence due to their direct nature, 
while Patient-HCP-Child mappings are subject to diluted confidence because they rely on rule-
based methods. 

Table 3: Data confidence elements 
 
5.2 LLM Confidence 
 
On the other hand, LLM action confidence focuses on the agent’s reasoning processes and its approach to 
query formulation, which is quantified through analysis CoT complexity and resultant query meta data. 
These are presented in the table below: 
 

Confidence Type Criteria Reasoning 

Reasoning Complexity  Number of reasoning steps 

• A greater number of reasoning steps is expected to 
correlate with a lower level of confidence, as the 
system must process more complex logic to address 
intricate queries. 

Query Complexity 
Number of Aggregations • The complexity of a query, as indicated by the 

number of aggregations, filtrations, or subquery 
nesting, is likely to reduce confidence in the result. Number of Filters 

Columns referred 

Number of Indices referred • The greater the number of indices referenced, the 
higher the probability of failure in producing an 
accurate answer. 

• A larger number of columns referenced in a query 
typically correlates with a lower degree of confidence 
in the results. 

Number of Columns referred 

Join steps across tables 
Number of intermediate tables 
created • An increased number of joins between intermediate 

tables tends to diminish the likelihood of arriving at a 
correct final answer. Number of Merges/Joins applied 

Table 4: LLM confidence elements 
 
The complexity of LLM action is determined through a historical response database containing over 1,600 
use-case specific questions and corresponding agent responses. These responses span a spectrum from 
direct to open-ended queries and are used to define a median complexity for actions. By measuring 
deviation from this median, we can effectively score the LLM's reasoning performance. 
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approach to query formulation, which is quantified through analysis CoT complexity and resultant 
query meta data. These are presented in the table below:
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• Data sources considered the "source of truth" (e.g., Sales Data, Raw Claims) generally exhibit a 
high degree of confidence in their accuracy. 

• Data sources directly referenced by business units or headquarters typically carry a high level of 
confidence. 

• The confidence level in sources containing synthetic data (e.g., Synthetic Claims) varies, 
depending on the method of data synthesis, ranging from low to high. 

Data Completeness / 
Coverage 

• Sources with significant undercoverage of patients, healthcare providers, or accounts (e.g., Sales 
data for non-TRx claims, Claims data with incomplete diagnoses or treatments) tend to have low 
confidence. 

Temporal Capture • Recent analyses of claims data generally exhibit lower confidence due to the inherent limitations 
of recent data capture. 

Entity Affiliation 

• Data sources with rule-based entity mapping (e.g., HCP, parent, top-parent affiliations) often 
result in diluted confidence, depending on the success rate of the mapping process (e.g., Claims 
data linking patients to accounts for insights). 

• Child-Parent-Subnational mappings typically have high confidence due to their direct nature, 
while Patient-HCP-Child mappings are subject to diluted confidence because they rely on rule-
based methods. 

Table 3: Data confidence elements 
 
5.2 LLM Confidence 
 
On the other hand, LLM action confidence focuses on the agent’s reasoning processes and its approach to 
query formulation, which is quantified through analysis CoT complexity and resultant query meta data. 
These are presented in the table below: 
 

Confidence Type Criteria Reasoning 

Reasoning Complexity  Number of reasoning steps 

• A greater number of reasoning steps is expected to 
correlate with a lower level of confidence, as the 
system must process more complex logic to address 
intricate queries. 

Query Complexity 
Number of Aggregations • The complexity of a query, as indicated by the 

number of aggregations, filtrations, or subquery 
nesting, is likely to reduce confidence in the result. Number of Filters 

Columns referred 

Number of Indices referred • The greater the number of indices referenced, the 
higher the probability of failure in producing an 
accurate answer. 

• A larger number of columns referenced in a query 
typically correlates with a lower degree of confidence 
in the results. 

Number of Columns referred 

Join steps across tables 
Number of intermediate tables 
created • An increased number of joins between intermediate 

tables tends to diminish the likelihood of arriving at a 
correct final answer. Number of Merges/Joins applied 

Table 4: LLM confidence elements 
 
The complexity of LLM action is determined through a historical response database containing over 1,600 
use-case specific questions and corresponding agent responses. These responses span a spectrum from 
direct to open-ended queries and are used to define a median complexity for actions. By measuring 
deviation from this median, we can effectively score the LLM's reasoning performance. 
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The complexity of LLM action is determined through a historical response database containing 
over 1,600 use-case specific questions and corresponding agent responses. These responses span 
a spectrum from direct to open-ended queries and are used to define a median complexity for 
actions. By measuring deviation from this median, we can effectively score the LLM’s reasoning 
performance.

5.3 Validation Quantifiability

6. Proposed Validation Framework

The following outlines a proposed general-purpose framework for CoT-based Agentic Response. In 
this framework, the response can either be the direct answer or a runnable query/function based 
on the underlying data. Through our literature review, we found that when the response is a direct 
answer, “human/expert confirmation” is necessary for accurate response evaluation. In such cases, 
either a ground truth or a reasonable approximation of the ground truth is required to assess the 
agent’s response.

 
 
5.3 Validation Quantifiability  
 

 Confidence criteria Quantifiable? Scoring criteria 

Data Confidence  
Source Confidence Yes 

Confidence within Data collection (raw / 
synthesized / processed)  

Data Completeness Yes 
Longitudinal & Lateral coverage rate of data 
points compared to expected/benchmark 

Temporal Consistency No 
Temporal data capture varies with the type of 
captured clinical event 

Affiliation Confidence  No Qualitative confidence within affiliation mapping 

LLM Confidence Reasoning complexity Yes 

Deviation of aggregated criteria against 
Median/expected 

Query complexity Yes 

Columns referred  Yes 

Join steps Yes 
Table 5: Validation quantifiability assessment 

 
6. Proposed Validation Framework 
 
The following outlines a proposed general-purpose framework for CoT-based Agentic Response. In this 
framework, the response can either be the direct answer or a runnable query/function based on the 
underlying data. Through our literature review, we found that when the response is a direct answer, 
"human/expert confirmation" is necessary for accurate response evaluation. In such cases, either a ground 
truth or a reasonable approximation of the ground truth is required to assess the agent's response. 
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Figure 2: Proposed general purpose validation framework 

 
In the absence of a clear ground truth, CoT evaluation can be derived based on specific assessment criteria. 
Adlakha et al. [8] demonstrated that instruction-following question-answering agents tend to underperform 
when handling open-ended or elaborated questions, with elaborated answers being the most common failure 
category. In CoT-based systems, (1) for complex or elaborated questions, the resulting CoT tends to be 
longer and more intricate than average, which can lead to factually incorrect final answers; (2) for open-
ended questions, the agent may make assumptions, where a false assumption could result in an incorrect 
answer. We further test this hypothesis before developing the CoT evaluation strategy. 
 

In the absence of a clear ground truth, CoT evaluation can be derived based on specific assessment 
criteria. Adlakha et al.8 demonstrated that instruction-following question-answering agents tend 
to underperform when handling open-ended or elaborated questions, with elaborated answers 
being the most common failure category. In CoT-based systems, (1) for complex or elaborated 
questions, the resulting CoT tends to be longer and more intricate than average, which can lead to 
factually incorrect final answers; (2) for open-ended questions, the agent may make assumptions, 
where a false assumption could result in an incorrect answer. We further test this hypothesis before 
developing the CoT evaluation strategy.
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6.1 “Complex questions lead to complex 
Chain-of-Thought & querying steps”

To test this hypothesis, we examined a diverse 
set of questions drawn from historical question 
records. Human judgment was employed 
to assess the complexity and nature of each 
question, categorizing them into three distinct 
buckets. Additionally, we analyzed the 
associated Chain-of-Thought (CoT)/Queries 
and final responses to better understand the 
relationship between the question, reasoning 
steps, and the resulting answer. These three 
buckets are tailored to the specific types of 
questions LC-ChatIQ is likely to encounter, as 
well as the level of reasoning and calculation 
the LLM Agent needs to perform, based on the 
provided context. The categorization is based 
on the effort required by a human to answer 
similar questions, given the same context.

•	 Direct Questions: These questions 
typically involve a limited number of steps 
and require relatively straightforward 
reasoning.

•	 Calculation-Intensive Questions: 
These questions demand a higher degree 
of calculation, though the steps involved 
can be predefined, regardless of their 
complexity.

•	 Open-Ended/Inferential/Out-of-
Scope Questions: These questions are 
more abstract, requiring inference based on 
observation. In some cases, the entire chain 
of reasoning may be predetermined, while 
other questions may fall outside the agent’s 
scope or expertise.

6.1 “Complex questions lead to complex Chain-of-Thought & querying steps” 
 
To test this hypothesis, we examined a diverse set of questions drawn from historical question records. 
Human judgment was employed to assess the complexity and nature of each question, categorizing them 
into three distinct buckets. Additionally, we analyzed the associated Chain-of-Thought (CoT)/Queries and 
final responses to better understand the relationship between the question, reasoning steps, and the resulting 
answer. These three buckets are tailored to the specific types of questions LC-ChatIQ is likely to encounter, 
as well as the level of reasoning and calculation the LLM Agent needs to perform, based on the provided 
context. The categorization is based on the effort required by a human to answer similar questions, given 
the same context. 
 
• Direct Questions: These questions typically involve a limited number of steps and require relatively 

straightforward reasoning. 
 
• Calculation-Intensive Questions: These questions demand a higher degree of calculation, though the 

steps involved can be predefined, regardless of their complexity. 
 
• Open-Ended/Inferential/Out-of-Scope Questions: These questions are more abstract, requiring 

inference based on observation. In some cases, the entire chain of reasoning may be predetermined, 
while other questions may fall outside the agent’s scope or expertise. 

 
Question type Examples 

Direct - top 5 accounts for taggriso?  
- what is the top account for adaura patient volume  
- top 5 accounts with it's account id ?  
- can you show labels by indication for all AZ drugs  
- what is the top subscriber for Tagrisso 
- … 

Calculation Intensive - which accounts imfinzi marketshare have declined in last 6 months ?  
- What is the monthly trend of Tagrisso share for FLAURA?  
- which accounts perform best and which are the worst  
- what is flaura market share over time 
- … 

Open-Ended/Inferential/OoS - is there a correlation between adaura biomarker testing rate and tagrisso 
share?  

- High volume HCPs who are shifting to IO treatments for FLAURA and their 
biomarker testing rates?  

- … 
Table 6: Question examples corresponding to their type 

 
 
To further explore the questions, they were processed through LC-ChatIQ to extract the corresponding 
Chain-of-Thoughts (CoT)/Queries and Final Responses. A detailed analysis was conducted on key metadata 
elements, such as the number of Queries, Columns, Aggregations, and Filters associated with these 
questions. Additionally, we performed a pairwise Tukey HSD (Honest Significant Difference) test [9] across 
the distinct question buckets to assess the statistical significance of the differences observed 
 

To further explore the questions, they were processed through LC-ChatIQ to extract the 
corresponding Chain-of-Thoughts (CoT)/Queries and Final Responses. A detailed analysis was 
conducted on key metadata elements, such as the number of Queries, Columns, Aggregations, and 
Filters associated with these questions. Additionally, we performed a pairwise Tukey HSD (Honest 
Significant Difference) test9 across the distinct question buckets to assess the statistical significance 
of the differences observed
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Note: Since we are conducting Pairwise comparisons, Group1 and Group2 are just the paired groups 
of ‘Question types’ for a certain metadata (eg: #Aggregation) comparison. For example, first row in 
the table above represents the statistical comparison of #Aggregation across ‘Calculation Intensive’ 
and ‘Direct’ question types.

  

  
Figure 3: HSD plots for CoT elements across question groups 

 
  

Metadata Group1 Group2 Mean-diff p-adj Lower Upper Reject 

#Aggregation  

Calculation Intensive Direct -11.4127 0.0 -12.3194 -10.5061 True 

Calculation Intensive Open/Inferential/OoS -10.0738 0.0 -11.4279 -8.7198 True 

Direct Open/Inferential/OoS 1.3389 0.0289 0.1093 2.5685 True 

#Columns 

Calculation Intensive Direct -5.9904 0.0 -6.5114 -5.4693 True 

Calculation Intensive Open/Inferential/OoS -4.6749 0.0 -5.4531 -3.8967 True 

Direct Open/Inferential/OoS 1.3155 0.0 0.6088 2.0221 True 

#Filters 

Calculation Intensive Direct -1.166 0.0 -1.5904 -0.7416 True 

Calculation Intensive Open/Inferential/OoS -1.3224 0.0 -1.9562 -0.6886 True 

Direct Open/Inferential/OoS -0.1565 0.7991 -0.732 0.4191 False 

#Queries  

Calculation Intensive Direct -0.3864 0.0 -0.581 -0.1918 True 

Calculation Intensive Open/Inferential/OoS -0.6062 0.0 -0.8969 -0.3156 True 

Direct Open/Inferential/OoS -0.2198 0.1241 -0.4837 0.0441 False 
Table 7: HSD performance table across CoT meta data 

 
Note: Since we are conducting Pairwise comparisons, Group1 and Group2 are just the paired groups of 
‘Question types’ for a certain metadata (eg: #Aggregation) comparison. For example, first row in the table 
above represents the statistical comparison of #Aggregation across ‘Calculation Intensive’ and ‘Direct’ 
question types. 
 
Based on the HSD test and plots, we can draw few key inferences: 
 
• Calculation-intensive problems generally require a slightly higher number of reasoning steps on 

average, but they involve significantly more aggregation, filtration, and column selection steps to derive 
the answer, compared to Direct or Open/Inferential/OoS questions. 
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Based on the HSD test and plots, we can draw 
few key inferences:

•	 Calculation-intensive problems 
generally require a slightly higher number 
of reasoning steps on average, but they 
involve significantly more aggregation, 
filtration, and column selection steps to 
derive the answer, compared to Direct or 
Open/Inferential/OoS questions.

•	 Direct and Open/Inferential/OoS 
questions primarily differ in terms of 
aggregation and column selection. Open/
Inferential/OoS questions present 
slightly more complexity for the LC-ChatIQ, 
but further analysis reveals that the LLM 
agent typically handles OoS questions with 
relative ease, providing a fitting response 
without much reliance on calculation. In 
contrast, for Open/Inferential questions, 
the LLM agent often resorts to calculation 
steps that may not directly address the 
user’s query. However, when the answer is 
reasonable, the calculation steps tend to be 
straightforward, much like those seen in 
Direct questions.

6.2 “Chain-of-Though complexity leads to 
diluted accuracy in final answer”

To test this premise, we evaluated LC-ChatIQ’s 
responses across multiple iterations of 62 test 
questions (refer appendix). With the guidance 
of a business expert, we manually analyzed 
how often LC-ChatIQ was able to generate 
reasonably correct responses. To assess the 
consistency of its accuracy, we randomly asked 
the same set of questions in four different 
sessions, gathering LC-ChatIQ’s responses for 
evaluation. Below are the questions used for 
assessing LC-ChatIQ’s performance:

Difficulty is defined based on the following 
criteria:

•	 Easy: LC-ChatIQ correctly identifies the 
answer in at least 3 out of 4 sessions.

•	 Medium: LC-ChatIQ identifies the answer 
at least once, but no more than twice, out of 
4 sessions.

•	 Tough: LC-ChatIQ fails to identify the 
correct answer in any of the 4 sessions.

Based on the final evaluation, the assessment 
grid is provided below:

From the grid, it is evident that LC-ChatIQ 
struggles most with Open/Inferential/OoS 
type questions. In contrast, for Calculation 
Intensive questions, the agent is more likely to 
provide correct answers, although not in every 
instance. While the agent may face difficulty 
in arriving at the correct answer on every 
attempt with calculation-intensive queries, it 
still demonstrates a stronger ability to reason 
correctly, select the appropriate schema, and 
generate the right queries to arrive at the 
correct conclusion

Now that we establish the above two premises 
i.e. (1) Complex questions result in complex 
chain-of-thoughts, (2) Complex chain-
of-thought results in higher likelihood of 
inaccurate response, we use the Chain-of-
thought complexity elements to pseudo evaluate 
the LLM confidence. (Note: Since we would not 

• Direct and Open/Inferential/OoS questions primarily differ in terms of aggregation and column 
selection. Open/Inferential/OoS questions present slightly more complexity for the LC-ChatIQ, but 
further analysis reveals that the LLM agent typically handles OoS questions with relative ease, 
providing a fitting response without much reliance on calculation. In contrast, for Open/Inferential 
questions, the LLM agent often resorts to calculation steps that may not directly address the user’s 
query. However, when the answer is reasonable, the calculation steps tend to be straightforward, much 
like those seen in Direct questions. 
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To test this premise, we evaluated LC-ChatIQ’s responses across multiple iterations of 62 test questions 
(refer appendix). With the guidance of a business expert, we manually analyzed how often LC-ChatIQ was 
able to generate reasonably correct responses. To assess the consistency of its accuracy, we randomly asked 
the same set of questions in four different sessions, gathering LC-ChatIQ’s responses for evaluation. Below 
are the questions used for assessing LC-ChatIQ’s performance: 
 
Difficulty is defined based on the following criteria: 
 
• Easy: LC-ChatIQ correctly identifies the answer in at least 3 out of 4 sessions. 
• Medium: LC-ChatIQ identifies the answer at least once, but no more than twice, out of 4 sessions. 
• Tough: LC-ChatIQ fails to identify the correct answer in any of the 4 sessions. 
 
Based on the final evaluation, the assessment grid is provided below: 
 

 Difficulty àà 
Cluster ââ Easy Medium Tough 

Direct 11 2 1 
Calculation Intensive 18 10 0 
Open/Inferential/OoS 15 3 3 

 
Table 8: Question cluster vs difficulty faced by LC-ChatIQ 

 
From the grid, it is evident that LC-ChatIQ struggles most with Open/Inferential/OoS type questions. In 
contrast, for Calculation Intensive questions, the agent is more likely to provide correct answers, although 
not in every instance. While the agent may face difficulty in arriving at the correct answer on every attempt 
with calculation-intensive queries, it still demonstrates a stronger ability to reason correctly, select the 
appropriate schema, and generate the right queries to arrive at the correct conclusion 
 
Now that we establish the above two premises i.e. (1) Complex questions result in complex chain-of-
thoughts, (2) Complex chain-of-thought results in higher likelihood of inaccurate response, we use the 
Chain-of-thought complexity elements to pseudo evaluate the LLM confidence. (Note: Since we would not 
have availability of ground source of truth in real time for direct evaluation of LLM response, assessment 
of intermediate CoT complexity acts just as a proxy for LLM evaluation, hence this evaluation mechanism 
is termed as ‘Pseudo Evaluation’). Chain-of-thought complexity is determined by combination of metadata 
information extracted from the underlying reasoning and querying steps, with elements which are 
significantly different across different question types weighted higher (e.g. #Aggregations, #Columns) 
compared to the ones (#Filters, #Queries) which don’t exhibit significant differences across questions 
groups. 
 
7. LC-ChatIQ Scoring Formulation 

• Direct and Open/Inferential/OoS questions primarily differ in terms of aggregation and column 
selection. Open/Inferential/OoS questions present slightly more complexity for the LC-ChatIQ, but 
further analysis reveals that the LLM agent typically handles OoS questions with relative ease, 
providing a fitting response without much reliance on calculation. In contrast, for Open/Inferential 
questions, the LLM agent often resorts to calculation steps that may not directly address the user’s 
query. However, when the answer is reasonable, the calculation steps tend to be straightforward, much 
like those seen in Direct questions. 

 
6.2 “Chain-of-Though complexity leads to diluted accuracy in final answer” 
 
To test this premise, we evaluated LC-ChatIQ’s responses across multiple iterations of 62 test questions 
(refer appendix). With the guidance of a business expert, we manually analyzed how often LC-ChatIQ was 
able to generate reasonably correct responses. To assess the consistency of its accuracy, we randomly asked 
the same set of questions in four different sessions, gathering LC-ChatIQ’s responses for evaluation. Below 
are the questions used for assessing LC-ChatIQ’s performance: 
 
Difficulty is defined based on the following criteria: 
 
• Easy: LC-ChatIQ correctly identifies the answer in at least 3 out of 4 sessions. 
• Medium: LC-ChatIQ identifies the answer at least once, but no more than twice, out of 4 sessions. 
• Tough: LC-ChatIQ fails to identify the correct answer in any of the 4 sessions. 
 
Based on the final evaluation, the assessment grid is provided below: 
 

 Difficulty àà 
Cluster ââ Easy Medium Tough 

Direct 11 2 1 
Calculation Intensive 18 10 0 
Open/Inferential/OoS 15 3 3 

 
Table 8: Question cluster vs difficulty faced by LC-ChatIQ 

 
From the grid, it is evident that LC-ChatIQ struggles most with Open/Inferential/OoS type questions. In 
contrast, for Calculation Intensive questions, the agent is more likely to provide correct answers, although 
not in every instance. While the agent may face difficulty in arriving at the correct answer on every attempt 
with calculation-intensive queries, it still demonstrates a stronger ability to reason correctly, select the 
appropriate schema, and generate the right queries to arrive at the correct conclusion 
 
Now that we establish the above two premises i.e. (1) Complex questions result in complex chain-of-
thoughts, (2) Complex chain-of-thought results in higher likelihood of inaccurate response, we use the 
Chain-of-thought complexity elements to pseudo evaluate the LLM confidence. (Note: Since we would not 
have availability of ground source of truth in real time for direct evaluation of LLM response, assessment 
of intermediate CoT complexity acts just as a proxy for LLM evaluation, hence this evaluation mechanism 
is termed as ‘Pseudo Evaluation’). Chain-of-thought complexity is determined by combination of metadata 
information extracted from the underlying reasoning and querying steps, with elements which are 
significantly different across different question types weighted higher (e.g. #Aggregations, #Columns) 
compared to the ones (#Filters, #Queries) which don’t exhibit significant differences across questions 
groups. 
 
7. LC-ChatIQ Scoring Formulation 
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have availability of ground source of truth in 
real time for direct evaluation of LLM response, 
assessment of intermediate CoT complexity 
acts just as a proxy for LLM evaluation, hence 
this evaluation mechanism is termed as ‘Pseudo 
Evaluation’). Chain-of-thought complexity 
is determined by combination of metadata 
information extracted from the underlying 
reasoning and querying steps, with elements 
which are significantly different across 
different question types weighted higher (e.g. 
#Aggregations, #Columns) compared to the 
ones (#Filters, #Queries) which don’t exhibit 
significant differences across questions groups.

7. LC-ChatIQ Scoring Formulation

Given that the scope is focused on oncology, 
i.e. lung cancer, we developed a rule-based 
mechanism to map LC-ChatIQ’s chain-of-
thought reasoning to the associated data, 
schema, and sources. Additionally, the resulting 
queries can be deconstructed to extract key 
metadata, such as aggregations, columns, 
filters, and timeframes. Figure 4 represents the 
transformation flow of ChatIQ response into 
Data and LLM confidence.

 
Given that the scope is focused on oncology, i.e. lung cancer, we developed a rule-based mechanism to map 
LC-ChatIQ’s chain-of-thought reasoning to the associated data, schema, and sources. Additionally, the 
resulting queries can be deconstructed to extract key metadata, such as aggregations, columns, filters, and 
timeframes. Figure 4 represents the transformation flow of ChatIQ response into Data and LLM confidence. 
 

 
Figure 4: LC-ChatIQ response transformation into Data and LLM confidence  

 
 
 
Table below shows an example of how the Chain-of-Thought is scraped to extract elements which help 
derive the Data and LLM confidence. 
 
 

Question: BBiioommaarrkkeerr  tteessttiinngg  rraattee  iinn  NNYY??  

CoT steps  LLM response elements Deconstruction 

Reasoning 
Steps 

Certainly! I'll break down the process to calculate the biomarker testing rate for 
New York (NY) using the available data. Let's approach this step-by-step. 
 
 To calculate the biomarker testing rate in NY, we need to: 
1. Filter the data for NY state and aggregate at the Parent level. 
2. Sum the total number of Flaura-eligible patients and the number of patients 
who received EGFR testing. 
3. Calculate the biomarker testing rate as a percentage. 
 
Let's start with querying the necessary data: 
… 

# CoT Steps 

Queries 
Action Input: ({ 
    "size": 0, 
    "query": { 
        "bool": { 

# Filters 
# Aggregations 
# Columns 
# Queries 

User
Question

ChatIQ
Agent

Response
Deconstruction

Data Source info
Columns info
Affiliations info
Timeframe info

Reasoning Steps
Queries churned
Filters used
Aggregations used

Database Schema

Relational Tagging for
Indication/Waypoint

Columns tagged with
Indication/Waypoint

Database Sources

Data/Waypoint
confidence calculation

Waypoint tagged with
Confidence score

Source Confirmation
Waypoints Used
Affiliations Used
Analysis Timeframe

ChatIQ Response

Eg: ‘patient_count_sx’à Surgery
‘patient_count_adaura’à ADAURA

Eg: ‘Sales’ à 100% confidence
‘‘Claims/Enrichedà ‘Surgery’ à 84% confidence

Response Related
Structured Info

LLM Confidence
Calculation

Data Confidence

LLM Confidence

Inputs Process Output Info transformation

Eg: ‘thoughts’à[thought1, thought2, …]
‘Columns’à[col1, col2, col3,…]

ApplicationNotations:
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Eg: ‘Sales’ à 100% confidence
‘‘Claims/Enrichedà ‘Surgery’ à 84% confidence

Response Related
Structured Info

LLM Confidence
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Eg: ‘thoughts’à[thought1, thought2, …]
‘Columns’à[col1, col2, col3,…]

ApplicationNotations:

Table below shows an example of how the Chain-of-Thought is scraped to extract elements which 
help derive the Data and LLM confidence. 

            "filter": [ 
                {"term": {"state": "NY"}}, 
                {"term": {"type": "Parent"}}, 
                {"term": {"timeinterval": "Monthly"}}, 
                {"range": {"intervalstart_date": {"gte": "now-18M/M", "lt": "now-6M/M"}}} 
            ] 
        } 
    }, 
    "aggs": { 
        "total_patients": { 
            "sum": {"field": "patient_count_flaura"} 
        }, 
        "tested_patients": { 
            "sum": {"field": "egfr_test_flag_count_flaura"} 
        } 
    } 
}, "database") 
 
Below is the generated Elastic search result in csv format: 
==== 
category,value 
total_patients,3759.0 
tested_patients,2412.0 
 
==== 
 
biomarker_testing_rate = (tested_patients / total_patients) * 100 if total_patients > 
0 else 0 
result = f"The biomarker testing rate in NY is {biomarker_testing_rate:.2f}%" 

 

 
Time range 
Source Info 
Affiliation level 

Answer The biomarker testing rate in NY is 64.17%  
Table 9: An example of ChatIQ response deconstruction to extract Data Confidence & LLM Confidence elements. Orange text 

imply query metadata contributing to LLM confidence, Violet highlighted texts help mine Data confidence elements. 
 
When the question is asked to the LC-ChatIQ agent, the CoT based response and resultant query is 
deconstructed to extract, reasoning steps and other relevant query meta data such as aggregations, filters 
and columns (fields) used. Further we also scrape information such as time range and affiliation information 
to evaluate temporal consistency and affiliation confidence, which remain qualitative in nature. The 
extracted columns also help in the identification of the actual data source, and as a result pin down the data 
completeness and inherent capture confidence.  
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When the question is asked to the LC-ChatIQ agent, the CoT based response and resultant query is 
deconstructed to extract, reasoning steps and other relevant query meta data such as aggregations, 
filters and columns (fields) used. Further we also scrape information such as time range and 
affiliation information to evaluate temporal consistency and affiliation confidence, which remain 
qualitative in nature. The extracted columns also help in the identification of the actual data source, 
and as a result pin down the data completeness and inherent capture confidence.

8. Results

The effectiveness of the proposed validation approach was assessed through a manual evaluation 
of a validation response database comprising 100 user queries. The framework successfully 
produced the desired outcome for 90 of these queries, achieving a high success rate. However, for 
the remaining 10 responses, the agent encountered a recurring issue—entering into an endless 
correction loop that ultimately led to termination. The success criteria for the framework were 
defined as follows: (i) over 95% accuracy in the correct identification of the drug/disease setting, 
which is crucial for defining the market; (ii) over 90% accuracy in identifying the appropriate 
level of information granularity (e.g., National, State, Account, HCP); (iii) over 80% accuracy in 
identifying the recency of information, an important factor for data stability; and (iv) over 80% 
accuracy in identifying the relevant LLM action attributes, including elements like the number of 
Chains-of-Thought (COT), queries, columns, joins, aggregations, and filters.

Among the 90 valid outcomes, both Data Confidence and LLM Confidence scores were 
carefully analyzed for any discrepancies from both the data and generation perspectives. The first 
three success criteria were met with precision, as the guardrail methodology successfully fulfilled 
these requirements in all 90 cases. For the fourth criterion, the framework demonstrated a strong 
performance, achieving the target in at least 74 out of 90 cases (~82%) across all LLM action 
attributes.

            "filter": [ 
                {"term": {"state": "NY"}}, 
                {"term": {"type": "Parent"}}, 
                {"term": {"timeinterval": "Monthly"}}, 
                {"range": {"intervalstart_date": {"gte": "now-18M/M", "lt": "now-6M/M"}}} 
            ] 
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        "total_patients": { 
            "sum": {"field": "patient_count_flaura"} 
        }, 
        "tested_patients": { 
            "sum": {"field": "egfr_test_flag_count_flaura"} 
        } 
    } 
}, "database") 
 
Below is the generated Elastic search result in csv format: 
==== 
category,value 
total_patients,3759.0 
tested_patients,2412.0 
 
==== 
 
biomarker_testing_rate = (tested_patients / total_patients) * 100 if total_patients > 
0 else 0 
result = f"The biomarker testing rate in NY is {biomarker_testing_rate:.2f}%" 

 

 
Time range 
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imply query metadata contributing to LLM confidence, Violet highlighted texts help mine Data confidence elements. 
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8. Results 
 
The effectiveness of the proposed validation approach was assessed through a manual evaluation of a 
validation response database comprising 100 user queries. The framework successfully produced the 
desired outcome for 90 of these queries, achieving a high success rate. However, for the remaining 10 
responses, the agent encountered a recurring issue—entering into an endless correction loop that ultimately 
led to termination. The success criteria for the framework were defined as follows: (i) over 95% accuracy 
in the correct identification of the drug/disease setting, which is crucial for defining the market; (ii) over 
90% accuracy in identifying the appropriate level of information granularity (e.g., National, State, Account, 
HCP); (iii) over 80% accuracy in identifying the recency of information, an important factor for data 
stability; and (iv) over 80% accuracy in identifying the relevant LLM action attributes, including elements 
like the number of Chains-of-Thought (COT), queries, columns, joins, aggregations, and filters. 
 
Among the 90 valid outcomes, both Data Confidence and LLM Confidence scores were carefully 
analyzed for any discrepancies from both the data and generation perspectives. The first three success 
criteria were met with precision, as the guardrail methodology successfully fulfilled these requirements in 
all 90 cases. For the fourth criterion, the framework demonstrated a strong performance, achieving the target 
in at least 74 out of 90 cases (~82%) across all LLM action attributes. 
 

# Questions # Eligible 
Response Confidence type Success Criteria # Accurate 

Identification Score Passed 

100 
90 

Data Confidence 

Identification of Drug/Event 87 97% True 

Identification of Granularity 90 100% True 

Identification of Timeframe 86 96% True 

LLM Confidence 

Identification of # columns 83 92% True 

Identification of # aggregation 74 82% True 

Identification of # filters 79 88% True 

Identification of # queries 90 100% True 

10 responses were ineligible  
Table 10: Evaluation performance table  

 
 
9. Impact 
 
From a usability standpoint, the confidence scores were accompanied by a ‘confidence reasoning’ feature 
that provided end users with a clear explanation of the rationale behind each score. This additional layer of 
transparency helped the leadership and cross functional teams with understanding clear sources of 
inaccuracies, particularly when complex data and model-generated responses are involved. Given that the 
scoring criteria are rules-based, we hypothesize that the framework would perform even more efficiently in 
real-time user-agent interactions compared to alternative LLM-based validation methods. However, a 
quantifiable performance boost in a real-world deployment setting has yet to be definitively measured. 
 
One of the key strengths of this approach lies in its scalability. The generalizability of the LLM action 
confidence scoring system makes it adaptable for use across various domains and disease areas. This 
flexibility holds immense potential for scaling the proposed framework beyond the initial use case. Some 
of potential use cases of the presented evaluation mechanism across Medical and Commercial can be as 
follows: 

9.	Impact

From a usability standpoint, the confidence 
scores were accompanied by a ‘confidence 
reasoning’ feature that provided end users with 
a clear explanation of the rationale behind each 
score. This additional layer of transparency 
helped the leadership and cross functional 
teams with understanding clear sources of 
inaccuracies, particularly when complex data 
and model-generated responses are involved. 
Given that the scoring criteria are rules-based, 
we hypothesize that the framework would 
perform even more efficiently in real-time 
user-agent interactions compared to alternative 
LLM-based validation methods. However, a 
quantifiable performance boost in a real-world 
deployment setting has yet to be definitively 
measured.

One of the key strengths of this approach lies 
in its scalability. The generalizability of the 
LLM action confidence scoring system makes 
it adaptable for use across various domains 
and disease areas. This flexibility holds 
immense potential for scaling the proposed 
framework beyond the initial use case. Some of 
potential use cases of the presented evaluation 
mechanism across Medical and Commercial can 
be as follows:

9.1 Medical Use Cases:

•	 Clinical Decision Support Systems: In 
an LLM agent trained to assist healthcare 
professionals in making decisions based 
on medical data from EMR, the CoT based 
response ensures that the chatbot provides 
a logical, structured, and evidence-backed 
path that leads to a final recommendation. 
The evaluation can assess if the chain 
of thought is medically sound, logically 
consistent, and adheres to best practices.

•	 Personalized Patient Care: For 
personalized care, if the LLM agent is 
trained to guide healthcare providers in 
recommending tailored treatments and 
interventions, the CoT evaluation can 
ensure that the chatbot properly interprets 
patient data (e.g., age, medical history, 
medication adherence) and suggests 
personalized care pathways. It can also help 
prevent errors in treatment advice.

•	 Clinical Trial Recruitment: If an LLM 
is tasked to identify suitable candidates 
for clinical trials by analyzing a patient’s 
health data and matching it with inclusion/
exclusion criteria, the CoT evaluation 
ensures that the chain of thought leads 
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to the correct match without overlooking 
critical data points or generating 
inappropriate trial recommendations.

•	 Patient Monitoring: If an LLM is trained 
to raise attention alert for patients with 
chronic conditions or post-surgical care, 
based on their ongoing symptoms and 
treatment adherence, the CoT evaluation 
helps ensure that the reasoning behind an 
alert is sound and based on correct data 
from the EMR.

9.2 Commercial Use Cases:

•	 Patient Engagement and Education: 
If an LLM chatbot is trained to engage 
patients by answering questions about 
treatments, medications, and medical 
conditions, the CoT evaluation can ensure 
the chatbot’s reasoning is accurate and the 
information provided is evidence-based.

•	 Patient Opportunities and Targeting: 
If an LLM agent is trained to extract 
diagnosis and treatment patterns from 
patient journeys to recommend subnational 
hotspots for targeting, the CoT evaluation 
can help quantify the accuracy of the 
reasoning behind the recommended 
hotspot and opportunity type.

•	 Insurance Claim Processing and 
Fraud Detection: If an LLM is tasked 
to assist in processing insurance claims, 
verifying patient eligibility, or identifying 
potential fraud by analyzing the medical 
records, the CoT evaluation ensures that 
the LLM’s chain of thought aligns with 
regulations, best practices, and data 
integrity protocols to detect inconsistencies 
or errors.

10.	 Conclusions

Unlike existing open-source methods, which 
often rely on additional LLMs for real-time 
validation and focus on improving reasoning 
capabilities through multiple chains of thought 
and stepwise validation, our approach offers 
a more streamlined and efficient solution. 
These conventional methods often overlook 
the critical aspect of data confidence and tend 
to be computationally intensive, especially 
in production environments. Furthermore, 
they do not explicitly assess the complexity of 
LLM actions, which is essential in use cases 
like ours, where the multi-step nature of the 
agent’s reasoning process makes it particularly 
susceptible to errors or hallucinations. 

Our guardrailed framework overcomes 
these limitations by clearly distinguishing 
between data confidence and LLM action 
confidence, tackling both the evaluation 
of data integrity and the complexity of LLM 
reasoning. This differentiation is particularly 
crucial in healthcare applications, where the 
impact of inconsistent or incomplete data on 
decision-making can be profound. By isolating 
LLM action complexity, we ensure that the 
model’s reasoning is evaluated independently 
of the underlying data, allowing for a more 
accurate and reliable assessment of the agent’s 
overall performance.
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11.	Future Scope

To expand the framework to novel data 
sources, we anticipate the need of further 
considerations to score the data confidence. 
Hence, application of proposed framework 
would require new data sources to be carefully 
assessed and their confidence criteria to be 
pre-determined depending on the specific use 

case requirements. Furthermore, inclusion 
of other nuanced query/CoT metadata like 
number of error courses, similarity scores with 
assistant questions, can further inform the LLM 
confidence scoring mechanism, which can lead 
to more robust Chain-of-Thought evaluation.
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ARTICLE 7

Using Machine Learning to Establish the Impact 
of Patient Support Services and the Coordinated 
Efforts of Field Reimbursement and Access 
Specialists on Therapy Fulfillment Rates, Time to 
Fulfillment, and Patient Adherence
Prabhjot Singh, Senior Director, Axtria Inc.; Hemant Kumar, Director, Axtria Inc.; Aay-
ush Gupta, Manager, Axtria Inc.

Abstract: Pharmaceutical companies invest heavily in programs like Field Reimbursement and Access 
Specialists (FRAS) and Nurse Navigators (NN) to improve patient outcomes. These programs are designed 
to provide comprehensive support to patients, ensuring they receive timely access to therapies and maintain 
adherence to prescribed treatments.1 Despite significant investments, it has been challenging to quantify the 
effectiveness of these programs in improving patient outcomes.2

To address this need, Axtria engineered an advanced predictive analytics framework. This sophisticated 
machine learning (ML) system integrates data from various sources, including hub services, anonymized 
patient-level data (APLD), social determinants of health (SDOH), and field team activities. This integration 
allows Axtria to identify delays in medication fulfillment and predict non-fulfillment and non-adherence. By 
shifting from reactive to predictive strategies, the framework enhances both patient outcomes and operational 
efficiency.3

Axtria’s models demonstrated strong predictive accuracy, with high precision/recall and low root mean 
squared error (RMSE). Early identification of delays and non-adherence risks enabled tailored interventions 
such as refill reminders, telehealth follow-ups, and financial assistance. This proactive approach not only 
improves patient adherence but also optimizes resource allocation and operational processes.

This study quantifies the impact of support programs on key patient metrics, including fulfillment rate and 
adherence. Axtria’s findings highlight the potential of ML-powered predictions and integrated patient data to 
address challenges in managing specialty therapies. Leveraging these advanced analytics allows stakeholders 
to improve patient outcomes and the efficiency of healthcare delivery systems.

Introduction

Pharmaceutical companies deploy various 
patient support programs to ensure patients can 
start and continue their prescribed therapies 
effectively. These programs, each with distinct 
objectives, are crucial in addressing the diverse 
needs of patients. Key objectives of these 
programs include:

•	 Providing support during claim 
approvals: Assisting patients while they 
await insurance claim approvals to ensure 
timely access to medications. This support 
is vital as delays in claim approvals can 
lead to interruptions in therapy, negatively 
impacting patient health outcomes.1
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•	 Navigating insurance coverage and 
eligibility: Helping patients understand 
and navigate the complexities of insurance 
coverage and eligibility requirements. This 
includes assistance with understanding 
policy details, coverage limits, and 
eligibility criteria, which can be particularly 
challenging for patients with complex or 
rare conditions.2

•	 Supporting therapy adherence: 
Offering continuous support to help 
patients remain on their prescribed 
therapies. This includes interventions such 
as medication reminders, counseling, and 
follow-up calls to ensure patients adhere to 
their treatment plans.3

Given the varied goals of these programs, it is 
essential to measure their success using specific 
patient success metrics. This model aims to:

1.	 Assess the impact of patient 
support programs on treatment 
initiation, adherence, and treatment 
continuation: Evaluating how well 
these programs achieve their intended 
outcomes. This involves analyzing data to 
determine whether patients are starting 
their therapies on time, adhering to their 
prescribed regimens, and continuing their 
treatments over the long term.

2.	 Evaluate the effectiveness of 
individual and combined programs 
to identify synergies: Understanding 
how different programs work together 
and their combined impact on key patient 
metrics. By examining the interactions 
between various support programs, this 
study identifies synergies that enhance 
overall effectiveness.

3.	 Examine how programs influence 
payer types, pharmacies, and out-
of-pocket costs: Analyzing the broader 
effects of these programs on various aspects 
of the healthcare system. This includes 

understanding how different payer types 
(e.g., commercial insurance, Medicare) and 
pharmacy types (e.g., specialty pharmacies) 
are impacted by support programs and 
how these programs affect patients’ out-of-
pocket costs.

Through the analysis of key patient metrics 
such as fulfillment and adherence, this study 
provides a comprehensive evaluation of patient 
support programs and their effectiveness in 
improving patient outcomes. Focusing on 
an oncology drug prescribed for prostate 
cancer treatment, this evaluation will help 
pharmaceutical companies optimize their 
support programs, allocating resources 
effectively to maximize patient benefits

In summary, this study aims to provide 
a detailed assessment of patient support 
programs, leveraging advanced analytics to 
better understand their effect on therapy 
initiation, adherence, and continuation. 
By doing so, Axtria hopes to contribute to 
the development of more effective support 
strategies that improve patient outcomes and 
operational efficiency in the healthcare system.

Methods

The study employed a comprehensive approach, 
using multiple predictive models to evaluate 
patient behavior in therapy initiation and 
continuation.4 The integration of diverse data 
sources and advanced modeling techniques 
enabled the identification of high-risk patients 
and quantified the impact of various patient 
support programs. A thorough lookahead 
period was also incorporated to account for 
impacts on patient health outcomes beyond the 
analysis period.1

Data Collection and Integration

The study’s authors integrated data from 
multiple sources, including hub and 
longitudinal claims, to develop predictive 
features related to fulfillment and adherence. 
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This involved:

•	 Specialty Pharmacy Claims Data: 
Used to identify a relevant patient cohort 
and analyze refill patterns, out-of-pocket 
costs, and payer types. This data provided 
insights into patient behavior and financial 
barriers to therapy.2

•	 Client Support Programs: Data from 
programs such as Field Reimbursement 
Access Specialists (FRAS), Nurse 
Navigators (NN), and Copay Cards. These 
programs offer various forms of support to 
patients, and their effectiveness needed to 
be quantified.3

•	 Patient Demographics: Information 
such as age, gender, and other demographic 
factors that could influence patient 
behavior and therapy outcomes.

•	 Social Determinants of Health 
(SDOH): Factors such as economic 
stability, education level, social behavior, 
and ethnicity. These variables were crucial 
in understanding the broader context of 
patient health and access to care.

•	 Formulary Access: Data on whether 
patients had favorable or unfavorable 
formulary access, which affected their 
ability to obtain prescribed medications.

Feature Engineering

The study’s authors defined business rules to 
calculate each outcome metric:

•	 Fulfillment: The first time the patient 
receives a successful paid shipment within 
the analysis period. This metric shows the 
initial success of starting therapy, focusing 
on patients who begin their treatment.1

•	 Persistence: The total days on therapy 
for a patient post-fulfillment within 
the analysis and look-forward periods. 
This metric measures how long patients 
continue their therapy.2

•	 Adherence: The rate at which a patient 
fills their prescriptions relative to the total 
length of therapy. This metric assesses 
adherence to the prescribed regimen and is 
measured using the Medication Possession 
Ratio (MPR).3

•	 Time-to-Fulfillment: The time elapsed 
between the first referral and the first 
shipment of the drug. This metric evaluates 
the efficiency of the therapy initiation 
process.

The authors used attribution methodology to 
assign calls deployed to address access barriers 
at the patient level. Patient-level calls were 
categorized as “proactive” or “reactive” based on 
the patient’s interaction with detailing efforts. 
For example, calls to the healthcare provider 
(HCP) of a new-to-brand (NTB) patient within 
-90 days from the referral date were classified 
as “proactive,” while calls within +90 days were 
classified as “reactive.”

Direct mapping was available at the patient 
level for other programs, and binary flags were 
created to classify patients. Patient attributes 
like age, payer coverage, and socio-economic 
factors were incorporated to enhance the 
predictive power of the models.

Predictive Modelling

Once individual data tables were processed 
at the patient level, a master data table was 
created for modeling. The study was structured 
around four predictive models:4
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•	 Fulfillment Model: Predicts whether a 
patient is likely to initiate non-free therapy 
based on their program interactions and 
individual profile. This model helps identify 
patients who may face barriers to starting 
their therapy.1

•	 Persistence Model: Assesses the 
likelihood of a patient continuing non-free 
therapy beyond a specific timeframe. This 
model is crucial for understanding long-
term therapy adherence.2

•	 Adherence Model: Evaluates the 
consistency of patient adherence with a 
prescribed therapy. This model identifies 
patients at risk of non-adherence and helps 
target interventions.3

•	 Time-to-Fulfillment (TTF) Model: 
Estimates the days between referral and 
therapy initiation. This model helps 
optimize the process of getting patients 
started on their therapy.

To forecast fulfillment and persistence 
probabilities, XGBoost and random forest 
classification models were applied.4 Machine 
learning-based regression and long short-term 
memory (LSTM)-based time-series models 
were utilized to monitor changes in adherence 
behavior over time. Hyperparameters were fine-
tuned to maximize model accuracy. Evaluation 
metrics—including accuracy, precision, recall, 
R-squared, and RMSE—were analyzed to 
identify the superior model.

Impact Calculation and Response Curves

The impact of each support program was 
calculated by comparing the average historical 
outcome with the average predicted outcome 
when the program was excluded. Additionally, 
each feature’s average SHAP value (Shapley 
Additive Explanations) was calculated across 
all instances to determine its overall impact on 

the model’s predictions. SHAP values were used 
to quantify the impact of each feature on the 
predicted outcomes, helping to identify which 
features drive the changes in patient outcomes 
when support programs are implemented or 
varied.5 

A sensitivity analysis was performed to 
understand the impact on each outcome 
metric if the reach and frequency of a program 
varied. SHAP dependence plots were created 
to visualize how changes in key features affect 
the predicted outcomes, providing insights into 
the model’s sensitivity to variations in these 
features. This analysis offered valuable insights 
into how changes in program implementation 
could affect patient outcomes1.

This methodological framework allowed the 
quantification of the attributable impact of 
marketing tactics such as FRAS, NN programs, 
and patient support programs on key patient 
outcomes. Additional insights included program 
effectiveness across payer types, the impact 
of pharmacy-specific programs, and the effect 
of programs on patients facing high out-of-
pocket costs. By understanding these impacts, 
support programs can be better tailored to meet 
the needs of different patient populations and 
improve overall therapy outcomes.2

Results

The study’s results are presented based on the 
performance of various predictive models and 
their impact on patient outcomes. The authors 
evaluated each model using specific metrics to 
determine their accuracy and effectiveness.

Prediction Accuracy

All models achieved good accuracy, with 
precision values greater than 80% and RMSEs 
less than 0.2. Here are the detailed results for 
each model:



73

•	 Fulfillment Model: This model achieved 
an accuracy of 76%, with a precision of 82% 
and a recall of 81%. The RMSE was not 
applicable for this classification model.

•	 Persistence Model: This model showed 
an accuracy of 79%, with a precision 
of 73% and a recall of 89%. Similar to 
the fulfillment model, RMSE was not 
applicable.

•	 Adherence Model: The adherence 
model, being a regression model, had an 
RMSE of 0.12, indicating a good fit.

•	 Time-to-Fulfillment Model: This 
regression model had an RMSE of 0.19, 
demonstrating its predictive accuracy.

Receiver Operating Characteristic Area Under the Curve (ROC AUC) was generated to illustrate 
the performance of the classification model by plotting the true positive rate (sensitivity) against 
the false positive rate (1-specificity) at various threshold settings. The model achieved ROC = 0.85, 
demonstrating that the model has a good ability to distinguish between positive and negative 
classes, with higher values representing better performance.

Table 1: Performance metrics across four models.

Figure 1: ROC curve analysis: true positive rate vs. false positive rate.
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Key Predictors: The models identified payer type and the utilization of copay cards as the most 
influential predictors across all analyses. The top predictors specific to each model are outlined as 
follows:

Figure 2a: Fulfillment model.
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Impact and Synergy Assessment: Support programs significantly improved overall patient 
outcomes from their baseline levels. Here are the detailed impacts:

•	 Fulfillment Rate: The baseline fulfillment rate was 59.0%. With the implementation of 
support programs, the incremental impact was +9.5%, resulting in an overall fulfillment rate of 
68.5%.

•	 Persistence Rate: The baseline persistence rate was 54.8%. Support programs increased this 
by +7.5%, leading to an overall persistence rate of 62.3%.

•	 Adherence: The baseline adherence rate was 87.8%. Support programs improved this by 
+2.3%, resulting in an overall adherence rate of 90.1%.

•	 Time-to-Fulfillment: The baseline time to fulfillment was 19 days. Support programs 
reduced this by one day, resulting in an overall time to fulfillment of 18 days.

Figure 2d: Time-to-Fulfillment model.
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Table 2: Baseline and incremental impact assessment of each metric.
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Fulfillment 

Rate 
(in %) 

Persistence 
Rate 
(in %) 

Adherence 
(in %) 

Time to 
Fulfillment 

(in days 
saved) 

Baseline 
Impact 59.0% 54.8% 87.8% 19 days 

Incremental 
Impact +9.5% +7.5% +2.3% -1 day 

Overall 
Impact 68.5% 62.3% 90.1% 18 days 

Table 2: Baseline and incremental impact assessment of each metric. 
 

 
"Baseline impact" refers to the impact obtained without any support program 
engagements, while "overall impact" includes both baseline and incremental 
impacts. "Incremental impact" combines individual support program impacts 
and synergies. 
 
Support programs increased overall patient fulfillment by 9.5%, with individual 
programs accounting for 6.8% and the remaining 2.7% due to synergistic 
effects. Proactive and reactive FRAS exposure compounded positive impacts 
on initiation. Combined efforts of FRAS and Nurse Navigators helped patients 
stay on therapy longer, and faster fulfillment led to longer therapy persistence. 
   

“Baseline impact” refers to the impact obtained without any support program engagements, while 
“overall impact” includes both baseline and incremental impacts. “Incremental impact” combines 
individual support program impacts and synergies.
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Support programs increased overall patient fulfillment by 9.5%, with individual programs accounting 
for 6.8% and the remaining 2.7% due to synergistic effects. Proactive and reactive FRAS exposure 
compounded positive impacts on initiation. Combined efforts of FRAS and Nurse Navigators helped 
patients stay on therapy longer, and faster fulfillment led to longer therapy persistence.

Figure 3: SHAP values for model variables.

Simulation: The simulation results showed how varying the frequency of FRAS interactions 
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•	 Increasing FRAS by 20% raised the fulfillment rate to 69.30% (a positive 0.70% impact from 
historical levels) and the persistence rate to 63.00% (a positive 0.80% impact). If FRAS is 
increased by 50%, fulfillment and persistence rates rise to 70.10% and 64.10%, respectively.

Table 3: Impact of FRAS frequency on fulfillment and persistence rates.
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Discussion

The findings of this study demonstrate 
that patient support programs significantly 
enhance therapy initiation, adherence, and 
continuation. The predictive models developed 
by Axtria provided valuable insights into the 
factors influencing patient behavior and the 
effectiveness of various support programs.

Impact of Support Programs

The results indicate that support programs, 
particularly Field Reimbursement and Access 
Specialists (FRAS) and Nurse Navigators 
(NN), play a crucial role in improving patient 
outcomes. The proactive and reactive strategies 
employed by FRAS were particularly effective in 
increasing fulfillment rates and reducing time 
to therapy initiation. These strategies ensured 
patients received their medications promptly, 
minimizing delays that could negatively impact 
their health.

Nurse Navigators contributed significantly 
to patient persistence, ensuring that patients 
remained on therapy for longer periods. By 
providing continuous support and addressing 
patient concerns, Nurse Navigators helped 
maintain high levels of adherence and 
persistence, which are critical for achieving 
positive health outcomes.

Synergies and Combined Effects

The study also highlighted the synergistic 
effects of combining different support 
programs. For instance, the combined efforts 
of FRAS and NN resulted in higher persistence 
rates, demonstrating the importance of a 
coordinated approach to patient support. The 
interaction between proactive and reactive 
FRAS strategies compounded the positive 
impacts on therapy initiation, while the 
collaboration between FRAS and NN ensured 
sustained patient engagement and adherence.

These synergies underscore the value of 
integrating multiple support mechanisms 
to address the diverse needs of patients. By 
leveraging the strengths of different programs, 
pharmaceutical companies can create a more 
comprehensive support system that enhances 
overall patient outcomes.

Predictive Accuracy and Model 
Performance

The high accuracy and precision of the 
predictive models underscore the potential of 
machine learning in healthcare. By accurately 
predicting patient behavior, these models 
enable targeted interventions, improving both 
patient outcomes and operational efficiency. 
The models’ strong performance metrics, such 
as high precision and low RMSE, indicate their 
reliability in identifying high-risk patients and 
anticipating therapy adherence and persistence.

The use of advanced machine learning 
techniques, such as XGBoost, random forest, 
and LSTM-based time-series models, allowed 
for the development of robust predictive 
models. These models can be continuously 
refined and updated with new data, ensuring 
their ongoing relevance and accuracy.

Program Effectiveness Across Different 
Patient Segments

The analysis revealed that the effectiveness 
of support programs varied across different 
patient segments. For example, copay 
cards were most effective for patients with 
commercial coverage, while FRAS had a more 
significant impact on patients with Medicare 
coverage. These insights can inform the design 
of tailored support strategies to address the 
specific needs of different patient groups.

Understanding the differential impact of 
support programs across various patient 
demographics and payer types is crucial for 
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optimizing resource allocation. By targeting 
interventions based on patient-specific factors, 
pharmaceutical companies can enhance the 
effectiveness of their support programs and 
improve patient outcomes.

Limitations and Future Research

While the study provides valuable insights, it 
is not without limitations. The models were 
developed using data from specific programs 
and patient cohorts, which may limit their 
generalizability. Future research should 
explore the application of these models to other 
therapeutic areas and patient populations to 
validate and extend the findings.

Additionally, the study focused on a limited 
set of support programs and patient metrics. 
Expanding the scope to include other types 
of support programs and additional patient 
outcomes could provide a more comprehensive 
understanding of the impact of patient support 
initiatives.6

Future research should also investigate the 
long-term effects of support programs on 
patient health outcomes and healthcare costs. 
By examining the sustained impact of these 
programs, researchers can provide more 
robust evidence to support their continued 
implementation and optimization.

Conclusion

This study demonstrates the significant impact 
of patient support programs on therapy 
initiation, adherence, and continuation. By 
leveraging machine learning models, the 
research team was able to identify high-risk 
patients, predict their behavior, and quantify 
the effectiveness of various support programs. 
The findings underscore the importance of 
a coordinated approach in patient support, 
highlighting the synergistic effects of combining 
different programs.

Integrating data from multiple sources—
including hub services, anonymized patient-
level data (APLD), social determinants of health 
(SDOH), and field team activities—allowed for 
a comprehensive analysis of patient behavior. 
The predictive models developed in this 
study, including the Fulfillment, Persistence, 
Adherence, and Time-to-Fulfillment models, 
demonstrated high accuracy and precision, 
enabling targeted interventions that improve 
patient outcomes and operational efficiency.

The study revealed that support programs such 
as Field Reimbursement and Access Specialists 
(FRAS) and Nurse Navigators (NN) play a 
crucial role in enhancing patient outcomes. The 
proactive and reactive strategies employed by 
FRAS were particularly effective in increasing 
fulfillment rates and reducing time to therapy 
initiation. Nurse Navigators contributed 
significantly to patient persistence, ensuring 
that patients remained on therapy for longer 
periods.

This retrospective study analyzed the impact 
of various patient support programs on 
therapy adherence and its subsequent effect 
on health outcomes. The findings indicate 
that these programs played a critical role in 
helping patients initiate therapy and adhere 
to prescribed doses, which are essential for 
achieving the intended therapeutic benefits. By 
facilitating consistent medication adherence, 
support programs contribute to improved 
overall patient health, reinforcing their value in 
healthcare interventions.

The synergistic effects of combining different 
support programs were also highlighted, 
with the combined efforts of FRAS and NN 
resulting in higher persistence rates. This result 
demonstrates the importance of a coordinated 
approach in patient support, where multiple 
programs work together to address the diverse 
needs of patients.
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The analysis also revealed that the effectiveness 
of support programs varied across different 
patient segments. For example, copay 
cards were most effective for patients with 
commercial coverage, while FRAS had a greater 
impact on patients with Medicare coverage. 
These insights can inform the design of tailored 
support strategies to address the specific needs 
of different patient groups.

While the study provides valuable insights, it 
is not without limitations. The models were 
developed using data from specific programs 
and patient cohorts, which may limit their 
broader use. Future research should explore the 
application of these models to other therapeutic 
areas and patient populations. Expanding the 
scope to include different types of support 
programs and patient outcomes may provide 
a more comprehensive understanding of the 
impact of patient support initiatives.

In conclusion, the insights gained from this study 
can inform the design of more effective patient 
support strategies, ultimately improving patient 
outcomes and operational efficiency in managing 
specialty therapies. By leveraging advanced 
analytics and machine learning, pharmaceutical 
companies can enhance their support programs, 
ensuring that resources are allocated effectively 
to maximize patient benefits.
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ARTICLE 8

Enhance your insights by leveraging public domain 
data sources
JP Tsang, PhD and MBA (INSEAD), President of Bayser Consulting;  
Shunmugam Mohan, VP of Operations, Bayser Consulting;  
Maylis Larroque, Senior Consultant, Bayser Consulting;  
Zhangjin Xu, PhD, Senior Consultant, Bayser Consulting

Abstract: There is a plethora of high-quality data sources in the public domain, meaning they are absolutely 
free of charge. They can greatly enhance the insights we glean from commercial data sources in at least three 
ways. First, they can help expose the holes, biases, and anomalies present in commercial data sources. Second, 
they can offer perspectives that commercial data sources simply cannot. Third, they can provide directional 
answers in the absence of commercial data, which may largely suffice for an initial exploration of the question.

Yet, most data analysts do not use these data sources. Interestingly, they do not avoid these data sources 
knowingly due to past bad experiences. They are simply unaware of their existence. Evidence? Anecdotal 
probing of scores of analysts indicates this is the case.

How can that be? Economists tell us that the lower the price of a good or service, the higher the demand. 
However, economists implicitly assume that the consumer is aware of the product and knows that it is free. 
This is simply not true. We call this the Paradox of the Free. Because the data is free, there are no dog-and-
pony shows to sing its praises, no email solicitations to entice analysts to get started, and no one to answer 
data questions via phone or chat. Furthermore, from the analyst’s standpoint, it is more convenient to use 
commercial data sources since they come with customer support. Public domain data sources, on the other 
hand, offer no such support. Needless to say, the analyst does not personally benefit from any financial savings 
by using free public data sources instead of commercial ones.

In this paper, we’ll discuss use cases that pervade virtually all therapeutic areas. For each of them, we’ll specify 
the business question and identify which free data sources are useful for answering the question or enhancing 
the answers provided by commercial data sources. Below are the use cases we’ll focus on:

1.	 Identification of Physicians for Segmentation and Targeting

2.	 Identification of Hospitals for Segmentation and Targeting

3.	 Mapping of the Payer Landscape for Contracting

4.	 Development of Look-Alike Models for Expanding Therapy Usage
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Note on Data Sources

Public domain data sources come in different shapes and sizes. Two dimensions stand out: (1) 
relevance and (2) ease of access. In several instances, we may not recommend a data source in the 
public domain for any use case, not because it is irrelevant or only marginally relevant, but because 
access to the data is a real challenge. Below is a simple classification we use.

Fig 1 – Ease of Use and Relevance of Data Sources

1.	 No problem with the download, and

a.	 The data fits the bill perfectly.  
Example: NPPES (National Plan and 
Provider Enumeration System) lists all 
the providers in the country.

b.	 The data is dated. Example: Medicare 
Part B and Part D are a couple of years 
old.

c.	 The data lacks granularity. For 
example, we want the data at the 
county level but it is at the state level.  
SHADAC (State Health Access Data 
Assistance Center) provides excellent 
insurance status data at the state level, 
not at the county level or lower. 

d.	 The identifier used is not universal. 
For instance, instead of using the 
NPI to reference a physician, the data 
uses an internal id.  Example: NPDB 
(National Practitioner Data Bank) is 
a confidential data source regarding 
disciplinary actions and malpractice 
payments of healthcare practitioners. 
The ID of the physician is encrypted. 

2.	 There are hoops to jump through to get 
the data. For instance, a motivation letter 
needs to be submitted and a committee 
will decide if access is to be granted or not. 
Another scenario is promise in writing 
to publish the findings of the analysis. 
Example: MedPAR which is an LDS 
(Limited Data Set) from CMS, requires a 
motivation letter and there is a fee if access 
is granted. 

3.	 Downloading data is a real challenge. 
A prime example is TIC (Transparency 
in Care) data. That’s because the data is 
humongous and is scattered over tens of 
thousands of files and hundreds of sites. 
Another example is ZocDoc, which provides 
detailed information on the physician and 
the list of insurance companies they accept. 
The data is served up from a dashboard and 
may not be scraped easily from the web. 

4.	 We do not meet the eligibility criteria to 
have access to the data. For example, RIF 
(Research Identifiable Files) files from 
CMS can only be accessed by academic 
researchers in universities.
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answering the question or enhancing the answers provided by commercial data sources. Below 
are the use cases we’ll focus on: 

1. Identification of Physicians for Segmentation and Targeting 

2. Identification of Hospitals for Segmentation and Targeting 

3. Mapping of the Payer Landscape for Contracting 

4. Development of Look-Alike Models for Expanding Therapy Usage 

 

NNoottee  oonn  DDaattaa  SSoouurrcceess  

Public domain data sources come in different shapes and sizes. Two dimensions stand out: (1) 
relevance and (2) ease of access. In several instances, we may not recommend a data source in 
the public domain for any use case, not because it is irrelevant or only marginally relevant, but 
because access to the data is a real challenge. Below is a simple classification we use. 

 

 
Fig 1 – Ease of Use and Relevance of Data Sources 

 

1. No problem with the download, and 

a. The data fits the bill perfectly.  Example: NPPES (National Plan and Provider 
Enumeration System) lists all the providers in the country. 

b. The data is dated. Example: Medicare Part B and Part D are a couple of years old. 

c. The data lacks granularity. For example, we want the data at the county level but 
it is at the state level.  SHADAC (State Health Access Data Assistance Center) 
provides excellent insurance status data at the state level, not at the county level 
or lower.  
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There are also commercial data sources that 
are outside the scope of this paper. For IDNs 
(Integrated Delivery Networks), for example, 
Definitive Healthcare and IQVIA OneKey, which 
include HCOS (Health Care Organizations and 
Systems), are good data sources. 

Use Case 1 - Identification of 
Physicians for Segmentation and 
Targeting

Objective: Identify the most relevant physicians 
to target to increase drug prescriptions

Approach: Construct a multi-faceted picture of 
the physicians by looking at the following:

1.	 Profile of the physician and their affiliation 
with group practices and hospitals

2.	 Drug Prescription Activity to capture the 
brands and volume of drugs prescribed

3.	 Patient Referral Activity to map out the 
connections between physicians 

4.	 Clinical Trial Activity to identify the clinical 
trials a physician conducts

5.	 Manufacturer Networking to understand 
the financial relationships between 
physicians and manufacturers

Fig 2 – List of Data Sources in the Public Domain for 
Segmenting and Targeting Physicians
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Fig 2 – List of Data Sources in the Public Domain for Segmenting and Targeting Physicians 

  

AA..  PPrrooffiillee  aanndd  AAffffiilliiaattiioonn    

NNPPPPEESS  ((NNaattiioonnaall  PPllaann  aanndd  PPrroovviiddeerr  EEnnuummeerraattiioonn  SSyysstteemm)) – This data source lists all 7 million 
providers: 5 million individual providers including physicians, NPs/PAs, nurse practitioners, 
therapists and other licensed practitioners, and 2 million institutional providers including 
hospitals, skilled nursing facilities, ambulatory care facilities, pharmacies, home health agencies 
and hospices, labs and the like.  NPPES indicates, for each provider, the name, address, city, 
state, and ZIP among other things which allows us to get a count of the number of providers by 
specialty for each county.  It is managed by the Centers for Medicare & Medicaid Services (CMS), 
a division of the U.S. Department of Health and Human Services and is updated daily.  

PPhhyyssiicciiaann  CCoommppaarree – This data source provides detailed profile information on approximately 
one million physicians who participate in Medicare and is managed by CMS (Centers for 
Medicare & Medicaid Services). In addition to basic demographics and quality measures such as 
patient experience, the data source indicates the group practice(s) the physician is affiliated 
with. Note the group practice is one of several entities the physician is affiliated with. The 
physician is identified through an NPI (National Provider ID) and the group practice through an 
ORG_PACID (Organization PECOS Associate Control ID where PECOS stands for Provider 
Enrollment, Chain, and Ownership System). The dataset is updated monthly. The most recent 
version, as of the writing of this article, is March 7, 2025. 

FFaacciilliittyy  AAffffiilliiaattiioonn  – This data source is contained within a larger data source called PECOS 
(Provider Enrollment, Chain, and Ownership System). PECOS contains enrollment and affiliation 
information for a wide range of healthcare providers, including hospitals, individual physicians, 
ambulatory surgical centers, critical access hospitals, skilled nursing facilities, home health 
agencies, hospices, clinical laboratories, and durable medical equipment suppliers.  The data 
source includes information on about 6,000 hospitals and identifies the physicians through an 
NPI (National Provider Id) and the hospital using a CCN (CMS Certification Number). The PECOS 
system is updated continuously, so the most recent data is generally only a few days to a couple 
of weeks old. 
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A. Profile and Affiliation 

NPPES (National Plan and Provider 
Enumeration System) – This data source 
lists all 7 million providers: 5 million individual 
providers including physicians, NPs/PAs, nurse 
practitioners, therapists and other licensed 
practitioners, and 2 million institutional 
providers including hospitals, skilled nursing 
facilities, ambulatory care facilities, pharmacies, 
home health agencies and hospices, labs and 
the like.  NPPES indicates, for each provider, 
the name, address, city, state, and ZIP among 
other things which allows us to get a count 
of the number of providers by specialty for 
each county.  It is managed by the Centers for 
Medicare & Medicaid Services (CMS), a division 
of the U.S. Department of Health and Human 
Services and is updated daily. 

Physician Compare – This data source 
provides detailed profile information on 
approximately one million physicians who 
participate in Medicare and is managed by CMS 
(Centers for Medicare & Medicaid Services). 
In addition to basic demographics and quality 
measures such as patient experience, the data 
source indicates the group practice(s) the 
physician is affiliated with. Note the group 
practice is one of several entities the physician 
is affiliated with. The physician is identified 
through an NPI (National Provider ID) and 
the group practice through an ORG_PACID 
(Organization PECOS Associate Control ID 
where PECOS stands for Provider Enrollment, 
Chain, and Ownership System). The dataset is 
updated monthly. The most recent version, as of 
the writing of this article, is March 7, 2025.

Facility Affiliation – This data source 
is contained within a larger data source 
called PECOS (Provider Enrollment, Chain, 
and Ownership System). PECOS contains 
enrollment and affiliation information for a 
wide range of healthcare providers, including 
hospitals, individual physicians, ambulatory 
surgical centers, critical access hospitals, 
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skilled nursing facilities, home health agencies, 
hospices, clinical laboratories, and durable 
medical equipment suppliers.  The data source 
includes information on about 6,000 hospitals 
and identifies the physicians through an NPI 
(National Provider Id) and the hospital using a 
CCN (CMS Certification Number). The PECOS 
system is updated continuously, so the most 
recent data is generally only a few days to a 
couple of weeks old.

Infusion/Dialysis Center Affiliation – 
Affiliation is definitely a misnomer, as 
physicians practicing in their offices are not 
affiliated with any such centers.  What this 
data portrays is the connection between care 
centers that patients go to and physicians. 
This “affiliation” data comes in handy to 
measure the activity of physicians when the 
patients of the physician get their drugs not 
at the physician’s office but in an infusion 
center or dialysis center. This data source is 
not available off-the-shelf in the public domain 
but rather can be constructed using paid PLD 
(Patient Level Data) data sources by tracking 
providers that patients visit in succession. 

B. Prescription Activity

Medicare Part B Activity – This data source 
captures injectable and infused drugs 
administered by physicians, as well as certain 
oral drugs related to conditions like ESRD 
(End-Stage Renal Disease) and preventive 
vaccines. The setting includes physician offices, 
hospital outpatient departments, and even 
patients’ homes in some cases.  This data 
reports the activity of individual physicians 
in terms of HCPCS (Healthcare Common 
Procedure Coding System) codes and to each 
HCPCS code is associated: (1) number of claims 
(about 10 million records), (2) average amount 
submitted, (3) average amount allowed, and 
(4) average amount Medicare paid. The activity 
of physicians with 10 beneficiaries or fewer 
is suppressed. This data source is managed 
by CMS (Centers for Medicare & Medicaid 

Services) and pertains to only FFS (Fee-For-
Service) or Original Medicare portion only. 
It does not contain the Managed Medicare 
portion.  The data is 2 years old. 

Medicare Part B Spending by Drug – 
This dataset is the companion to the Medicare 
Part B Activity file in that it also reports 
activity by HCPCS code but aggregated at the 
national level. The “10 or fewer beneficiaries” 
suppression rule is still in force, but it rarely 
applies since the data is aggregated at the 
national level. This is why this data source 
comes in handy to indicate how much the 
Medicare Part B Activity file leaves out because 
of the suppression rule.

Medicare Part D Activity – This data 
source captures prescription drug coverage for 
medications primarily self-administered by 
beneficiaries. It reports the activity of individual 
physicians at the branded-generic drug name 
level, and for each branded-generic name, the 
following are provided: (1) number of claims, 
(2) 30-day fills, (3) days supply, (4) drug cost, 
and (5) number of beneficiaries. The activity 
of physicians with 10 or fewer beneficiaries is 
suppressed. This data source is managed by CMS 
(Centers for Medicare & Medicaid Services) and 
captures both the stand-alone PDP (Prescription 
Drug Plan) portion and MAPD (Medicare 
Advantage Prescription Drug Plan) portion (Part 
C), which bundles medical and prescription 
benefits offered by private insurance, is not 
captured. The data is 1–2 years old.

Medicare Part D Spending by Drug – This 
dataset is the companion file to the Medicare 
Part D Activity file, as it also reports activity by 
branded-generic name but aggregated at the 
national level. The “10 or fewer beneficiaries” 
suppression rule is still in effect but rarely 
applies since the data is aggregated at the 
national level. This is why this data source 
is useful in estimating how much data the 
Medicare Part D Activity file omits due to the 
suppression rule.
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C. Referral Activity 

DocGraph is a data source from Medicare 
that indicates the number of patients who move 
from one provider (from-provider) to another 
provider (to-provider) by tracking successive 
Part D payments for Medicare patients. A few 
things to note. First, providers are not only 
physicians but can also be pharmacies, for 
instance, which may complicate some analyses. 
Second, patient movements pertain to the entire 
Medicare Part D population and, as such, do not 
break down the number of patients by diagnosis 
or drug. This is not necessarily a drawback, as 
the data source captures deep relationships 
that exist between providers. CareSet, a data 
vendor based in Houston, Texas, sells not only 
DocGraph data from CMS but also consultative 
services around MrPUP, allowing patients to 
be segmented by diagnosis and drug. Older 
versions of DocGraph are inexpensive, and 
some older versions are free. Third, what is 
captured is patient movements, not referrals, 
which, with the right business rules in place, 
serve as a good approximation for referrals.

D. Clinical Trial Activity

ClinicalTrials.gov – This is a publicly 
accessible registry and results database 
maintained by the U.S. National Library of 
Medicine (NLM) at the National Institutes 
of Health (NIH), which provides detailed 
information on clinical studies conducted 
worldwide, including interventional and 
observational studies on drugs, devices, 
behavioral interventions, and other therapies. 
This data source is useful as it specifies the 
identity of the principal investigator (PI) 
associated with each study, the locations of the 
sites where the study is conducted, the status 
of the study, and a description of the study, 
which allows for further profiling of the PI. The 
data dates back to the early 2000s. Note that it 
does not report the NPI (National Provider ID) 
of the PI.

PubMed – A free resource developed and 
maintained by the United States National 
Library of Medicine (NLM) at the National 
Institutes of Health (NIH). It offers access to a 
vast repository of biomedical and life sciences 
literature and contains over 35 million citations 
and abstracts. It is updated daily. In addition 
to the title and abstract of each article, the 
database provides information on the authors 
and their affiliations. PubMed is user-friendly, 
offering advanced search features, including 
filters for publication date, text availability, 
article type, and language. It also provides 
links to full-text content when available, either 
through PubMed Central or publisher websites, 
facilitating seamless access to complete articles.

Expertscape – This is an online platform 
designed to identify and rank medical 
expertise across more than 29,000 biomedical 
topics by analyzing scientific publications in 
PubMed. It scores each article based on the 
type of publication and journal prominence. 
The contributions of individual authors are 
evaluated by considering factors such as 
authorship position (e.g., first author, senior 
author) and the number of publications on the 
topic.

E. Manufacturer Networking

Open Payments from Sunshine Act – 
This is a publicly accessible database created 
under the Affordable Care Act’s Sunshine Act, 
which mandates the reporting of financial 
relationships between healthcare providers 
and the pharmaceutical and medical device 
industries. The database was developed 
by CMS and was first launched in 2014. It 
contains detailed information on payments 
and transfers of value made to over 1 million 
physicians and teaching hospitals, aiming to 
promote transparency in financial interactions 
within the healthcare industry. This data source 
indicates very clearly how much money a 
physician receives from which pharmaceutical 
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company and for what drug. All the payments are dated. This data source has multiple uses. First, 
it helps identify physicians that the pharmaceutical industry perceives as most valuable. Second, it 
helps assess the allegiance of a physician to a company by looking at other payments the physician 
receives from different pharmaceutical companies. Third, it helps identify which pharmaceutical 
companies send representatives to which physicians. The giveaway here is lunch reimbursement.

Use Case 2 - Identification of Hospitals for Segmentation and Targeting

Objective: Identify hospitals to expand usage of our drug

Approach: Gather as much information as possible on individual hospitals, their activity, and the 
geographies in which they are located. 

1.	 Profile – Key demographics of the hospital

2.	 System – Larger entity to which the hospital belongs

3.	 Big Picture – Broad-brush statistics regarding different types of hospitals or admissions at sub-
national levels

4.	 Assessment – Rating and rank-ordering of hospitals based on multiple criteria

5.	 Catchment – Residential zip codes from which patients come and to which they go 

6.	 Activity - Admissions and types of care individual hospitals provide

Fig 3 – List of Data Sources in the Public Domain for Segmenting and Targeting Hospitals
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AA..  HHoossppiittaall  DDaattaa  SSoouurrcceess  ––  PPrrooffiillee  

AAHHDD  ((AAmmeerriiccaann  HHoossppiittaall  DDiirreeccttoorryy)) – This data source provides the name and address of the 
institution, operational status (e.g., operational, closed, under renovation), type of facility (e.g., 
hospital, clinic, nursing home, rehabilitation center, urgent care center), control type (e.g., 
government, non-profit, for-profit), total staffed beds, total discharges, average daily census 
(average number of inpatients present), and average length of stay. AHD has data on 7,000+ 
hospitals, and the data is about 1 year old. The data is managed by American Hospital Directory, 
Inc., an independent organization that has no connection with the AHA (American Hospital 
Association) and comes from both public and proprietary sources. Public data sources include 
CMS (Centers for Medicare & Medicaid Services), MedPAR (Medicare Provider Analysis and 
Review), and Medicare cost reports. 

HHRRSSAA  334400BB  CCoovveerreedd  EEnnttiittyy – This database indicates if the entity type of the hospital is DSH 
(Disproportionate Share Hospital), which means the hospital serves low-income patients and 
receives federal funding (about 1,300 hospitals are DSH), and also if the hospital participates in 
the 340B program, which requires manufacturers to provide outpatient medications at 
significantly reduced prices (about 1,600 hospitals participate in 340B). The HRSA (Health 
Resources and Services Administration) data source refers to the hospital by both a 340B 
identifier and an NPI along with the name and address of the hospital. The data is released 
yearly, 8 months into the following year, making the data 8–20 months old. 

FFaasstt  FFaaccttss  oonn  UUSS  HHoossppiittaallss  ffrroomm  tthhee  AAHHAA (American Hospital Association) describes key 
statistics, including the total number of hospitals (6,093), their classifications (e.g., 5,112 
community hospitals), staffed beds (913,316), and total admissions (34,426,650 in 2013). More 
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A. Hospital Data Sources – Profile

AHD (American Hospital Directory) 
– This data source provides the name and 
address of the institution, operational status 
(e.g., operational, closed, under renovation), 
type of facility (e.g., hospital, clinic, nursing 
home, rehabilitation center, urgent care center), 
control type (e.g., government, non-profit, 
for-profit), total staffed beds, total discharges, 
average daily census (average number of 
inpatients present), and average length of 
stay. AHD has data on 7,000+ hospitals, 
and the data is about 1 year old. The data is 
managed by American Hospital Directory, 
Inc., an independent organization that has no 
connection with the AHA (American Hospital 
Association) and comes from both public 
and proprietary sources. Public data sources 
include CMS (Centers for Medicare & Medicaid 
Services), MedPAR (Medicare Provider Analysis 
and Review), and Medicare cost reports.

HRSA 340B Covered Entity – This database 
indicates if the entity type of the hospital 
is DSH (Disproportionate Share Hospital), 
which means the hospital serves low-income 
patients and receives federal funding (about 
1,300 hospitals are DSH), and also if the 
hospital participates in the 340B program, 
which requires manufacturers to provide 
outpatient medications at significantly reduced 
prices (about 1,600 hospitals participate in 
340B). The HRSA (Health Resources and 
Services Administration) data source refers to 
the hospital by both a 340B identifier and an 
NPI along with the name and address of the 
hospital. The data is released yearly, 8 months 
into the following year, making the data 8–20 
months old.

Fast Facts on US Hospitals from the AHA 
(American Hospital Association) describes 
key statistics, including the total number of 
hospitals (6,093), their classifications (e.g., 

5,112 community hospitals), staffed beds 
(913,316), and total admissions (34,426,650 in 
2013). More detailed information is available 
in the paid versions of data sources such as 
the AHA Guide, AHA Hospital Statistics, and 
the AHA Annual Survey Database, which 
provide comprehensive information on hospital 
demographics, organizational structures, 
service lines, utilization, finances, and staffing.

B. Hospital Data Sources – System

Compendium of U.S. Health Systems 
– This data source provides detailed 
information on health systems. As of 2023, the 
Compendium identifies 639 U.S. health systems 
and includes data on various components 
of health systems, such as hospitals, group 
practices, outpatient sites, nursing homes, and 
home health organizations. It is managed by 
the Agency for Healthcare Research and Quality 
(AHRQ), a division of the U.S. Department of 
Health and Human Services (HHS).

Let’s quickly mention that there is a plethora 
of good data sources for IDNs (Integrated 
Delivery Networks) that are not in the 
public domain but are available for a fee: (1) 
HospitalView from Definitive Healthcare, 
(2) Annual Survey Database from AHA, (3) 
Healthbase Healthcare Affiliations Intelligence 
from Clarivate, and (4) OneKey Reference 
Data from IQVIA (includes HCOS – Health 
Care Organizations and Systems).

C. Hospital Data Sources – Big Picture

NIS (National Inpatient Sample) – 
This is a comprehensive, all-payer inpatient 
healthcare database developed as part of the 
Healthcare Cost and Utilization Project (HCUP) 
by the Agency for Healthcare Research and 
Quality (AHRQ). The data is available from 
1988 through 2022 and is sampled from the 
SID (State Inpatient Database), including all 
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inpatient data that goes to HCUP. The NIS data 
captures 7 million patient stays from 4,500 
hospitals, which are then projected to 35 million 
patient stays nationwide. The stays are broken 
down by patient age, gender, race, median 
income of ZIP code, primary and secondary 
diagnoses, procedures performed, length of 
stay, discharge status, total charges, payer, 
and the like. NIS also includes a separate file 
that provides information on each hospital, 
including bed size, teaching status, geographic 
location, and type of control. The ID of the 
hospital is encrypted as of 2012. 

SID (State Inpatient Databases) – This 
is a set of all-payer, state-specific hospital 
inpatient databases developed as part of HCUP 
(Healthcare Cost and Utilization Project) by 
AHRQ (Agency for Healthcare Research and 
Quality). The data source captures inpatient 
discharge records from community hospitals 
in participating states. The data is broken 
down by patient sex, age, and, for some states, 
race. It also includes principal and secondary 
diagnoses and procedures, total charges, length 
of stay, expected primary payer (e.g., Medicare, 
Medicaid, private insurance, self-pay), 
admission source, and discharge status. Worth 
noting is that SID can be linked to hospital-
level data from the AHA’s (American Hospital 
Association) Annual Survey of Hospitals.

KID (Kids’ Inpatient Database) – This is 
a comprehensive, all-payer pediatric inpatient 
care database developed as part of HCUP 
(Healthcare Cost and Utilization Project) by 
AHRQ (Agency for Healthcare Research and 
Quality). Patients are younger than 21 years of 
age. KID is released every three years, with data 
available from 1997 through 2019. Unweighted, 
it contains data from approximately 3 million 
pediatric discharges each year; when weighted, 
it estimates roughly 6 million hospitalizations. 
The KID includes a sample of 10% of normal 
newborns and 80% of other pediatric discharges 

from all U.S. community hospitals. The data 
is broken down by patient demographics 
(e.g., age, gender), clinical information (e.g., 
primary and secondary diagnoses, procedures 
performed), resource utilization (e.g., length 
of stay, total charges), and discharge status. 
Additionally, the KID provides a hospital 
file containing information on hospital 
characteristics such as bed size, teaching status, 
geographic location, and ownership type. The 
hospital identifiers are reassigned with each 
release, preventing the tracking of hospitals 
across different years.

NEDS (Nationwide Emergency 
Department Sample) and SEDD (State 
Emergency Department Databases) 
– These are both Emergency Department 
datasets, one at the national level and the 
other at the state level. NEDS is the largest 
all-payer ED database in the United States, 
with about 32 million ED visits annually, which 
is projected to about 137 million ED visits 
nationwide. The data contain information on 
patient demographics, visit characteristics, 
clinical diagnoses and procedures, and 
discharge dispositions. SEDD comprises 
state-specific databases that capture discharge 
information on all ED visits that do not result 
in hospitalization. The data contain details on 
patient demographics, visit reasons, clinical 
services provided, and discharge statuses.

D. Hospital Data Sources – Assessment

Hospital Compare – This data source 
from CMS evaluates all 4,500 or so hospitals 
that participate in Medicare using a star 
rating system (1 to 5 stars). The evaluation is 
based on clinical outcomes such as mortality 
and complication rates, readmission rates, 
patient safety measures like hospital-acquired 
infections and adverse events, and patient 
experience as measured by the HCAHPS 
(Hospital Consumer Assessment of Healthcare 
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Providers and Systems) survey. HCAHPS 
reports patient feedback on key aspects of 
hospital care—such as communication, staff 
responsiveness, cleanliness, pain management, 
and discharge instructions.

Leapfrog – This data source evaluates about 
1,600 acute care hospitals out of the 6,000 
or so hospitals in the country on measures 
like infection control, ICU staffing, infection 
prevention protocols, and similar factors, and 
assigns each hospital a letter grade from A to 
F. The data source is managed by the Leapfrog 
Group, a nonprofit organization in Washington, 
D.C. The data is available at the individual 
hospital level and is free of charge.

Healthgrades – This is a consumer-focused 
online platform maintained by Healthgrades, 
a privately held company based in Denver, 
Colorado. It provides profiles and star ratings 
(1 to 5) for about 4,000 hospitals and over 1 
million physicians. Hospitals are assessed based 
on clinical outcomes (such as mortality and 
complication rates), patient safety indicators 
(including infection and readmission rates), and 
patient satisfaction survey results. Physicians 
are assessed based on board certifications, 
clinical outcomes in relevant specialties, patient 
reviews, and satisfaction scores.

Best Hospitals Ranking – This data source 
is from U.S. News & World Report, a reputable 
media organization based in Washington, D.C., 
and ranks 4,500 hospitals based on multiple 
criteria, including clinical outcomes, patient 
safety, nurse staffing, bed count, teaching 
status, availability of advanced technology, 
procedure volume, and reputation surveys 
among clinicians. The ranking is updated 
annually and has a one-year lag.

Joint Commission Accreditation – 
This data source is maintained by the Joint 
Commission, an independent nonprofit 

organization based in Oakbrook Terrace, 
Illinois, which accredits and certifies healthcare 
organizations such as acute care hospitals, 
critical access hospitals, ambulatory care 
centers, laboratory services, and specialty 
programs like cancer care and palliative 
initiatives. The database provides accreditation 
status and quality performance data for 6,200+ 
accredited hospitals and is accessible through 
the Quality Check portal.

E. Hospital Data Sources – Catchment

HSAF (Hospital Service Area File) – This 
data source indicates the number of patients 
admitted to a hospital and the zip code of origin 
of these patients for 4,500 hospitals. This data 
source is developed and maintained by the 
Dartmouth Atlas of Health Care, which is part 
of the Dartmouth Institute for Health Policy 
and Clinical Practice. Dartmouth uses raw data 
from CMS (Centers for Medicare & Medicaid 
Services) to build the data source. Note that 
HSAF does not break down the admission data 
by patient profile or type of service rendered in 
the hospital (diagnosis or procedure). The lag is 
2–3 years.

F. Hospital Data Sources – Activity

Medicare Part A Inpatient by Provider 
– This data source provides information on 
inpatient discharges for Original Medicare Part 
A beneficiaries at the individual hospital level. 
It reports the number of discharges, average 
Medicare payments, and total payments by 
hospital. This data allows us to assess the 
inpatient Medicare activity of approximately 
3,000 individual hospitals. Note that there is a 
more granular version, called Original Medicare 
Part A Inpatient by Geography and Service, 
which aggregates the same data at the MS-DRG 
(Medicare Severity Diagnosis Related Groups) 
and ZIP3 geographic levels. Both datasets are 8 
to 12 months old.
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Medicare Part B Outpatient by Provider 
– This data source provides information on 
outpatient services for Original Medicare Part 
B beneficiaries at the individual hospital level. 
It reports the number of services, average 
Medicare payments, and total payments by 
hospital. This data allows us to assess the 
outpatient Medicare activity of individual 
hospitals. Note that there is a more granular 
version of a related dataset, named Original 
Medicare Part B Outpatient by Geography and 
Service, which aggregates the same data at 
the Ambulatory Payment Classification (APC) 
and ZIP3 geographic levels. Both datasets are 
typically 8 to 12 months old.

CDM (Charge Data Master), a.k.a., 
Charge Master – This is an important type of 
data that captures the care a hospital provides 
to patients at the individual patient level. 
The CDM describes the medical procedures, 
diagnostic tests, and medications the patient 
receives day by day as an inpatient of the 
hospital. It is the source of the itemized bills for 
the patient and claims for the insurance payer. 
The identity of the hospital is not revealed. As 
far as we know, there is no CDM in the public 
domain. The paid ones are offered by data 
vendors such as Premier, IQVIA, and Health 
Verity.

Use Case 3 - Mapping of the Payer 
Landscape for Contracting

Objective: Map out the payer landscape at a 
granular geographic level to assess the merit of 
contracting with a specific payer.

Approach: Establish, at the county level (there 
are 3,144 counties in the country), which payers 
are present, how significant they are in the 
county, and the terms of the formulary in force 
regarding the drug of interest for these payers.

1.	 Payer Contracts to identify the Payers and 
their involvement in contracts

2.	 Drug Usage to assess Medicare and 
Medicaid activity

3.	 Insurance Status to shed light on the size of 
the insured and uninsured population

Fig 4 – List of Data Sources in the Public Domain for 
Mapping the Payer Landscape for Contracting

A. Payer Contracts 

SCC (State County Contracts) – This data 
source lists all the commercial plans Medicare 
contracts with, both on the PDP side (patients 
who opt for Original Medicare) and the MAPD 
side (patients who opt for Managed Medicare), 
for each drug available under Medicare. 
Moreover, the data source indicates the name 
of the plan and the number of lives associated 
with each plan, giving us an idea of the relative 
significance of each plan for the market of 
interest.

FRF (Formulary Reference File) – This 
data source is more of a companion file, zeroing 
in on the plan and indicating the premium and 
the deductible. It also specifies the terms of the 
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formulary and whether any of the following apply: QL (Quantity Limited), ST (Step Therapy), PA 
(Prior Authorization), as well as the tier of the drug.

Fig 5 – Relationship between key variables in SCC and FRF 
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B. Drug Usage

Medicaid State Drug Utilization Data 
(SDUD) – This data source indicates 
Medicaid drug usage at the state level, not 
at the individual physician level. The drug 
is identified by its NDC code, and in some 
cases, there may be a large number of NDC 
codes for just one drug. The data is broken 
down by quarter. Drug usage is captured by 
the number of prescriptions and the dollar 
amount reimbursed—both by Medicaid 
and non-Medicaid sources. A flag indicates 
if suppression has been applied when too 
few patients were involved. The data source 
separates drug usage between Fee-for-Service 
Medicaid and Managed Care Medicaid.

Medicare Part B Spending by Drug – This 
dataset is the companion to the Medicare Part B 
Activity file, as it also reports activity by HCPCS 
code but aggregated at the national level. The 
“10 or fewer beneficiaries” suppression rule is 

still in force, but it rarely applies as the data is 
aggregated nationally. This data source is useful 
for estimating how much the Medicare Part B 
Activity file omits due to the suppression rule.

Medicare Part D Spending by Drug – This 
dataset is the companion file to the Medicare 
Part D Activity file, reporting activity by 
branded-generic name but aggregated at the 
national level. The “10 or fewer beneficiaries” 
suppression rule still applies but rarely takes 
effect due to the national aggregation. This data 
source is valuable for assessing how much the 
Medicare Part D Activity file excludes because 
of the suppression rule.

C. Insurance Status

U.S. Census ACS (American Community 
Survey) – This is the go-to data source when 
it comes to health insurance status. This is 
because the data is collected at the individual 
household member level and indicates whether 
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or not the person has insurance. When a person 
has insurance, the dataset specifies whether 
the insurance is private (employer-based or 
direct-purchase) or public (Medicare, Medicaid, 
Tricare, VA, Indian Health Service, etc.).

Medicare Enrollment – CMS (Centers for 
Medicare & Medicaid Services) maintains 
two separate data sources: one for Original 
Medicare and another for Medicare Advantage. 
Both databases provide detailed enrollment 
information, including the number of enrollees 
for each county, broken down by plan and 
contract.

SHADAC (State Health Access Data 
Assistance Center) – This is another data 
source worth mentioning, although it lacks 
the requisite county-level granularity and 
only reports health insurance status data 
at the state level. The data is presented in a 
straightforward and user-friendly manner. Note 
that SHADAC does not produce the data itself 
but aggregates existing federal surveys such as 
the ACS (American Community Survey), CPS 
(Current Population Survey), MEPS (Medical 
Expenditure Panel Survey), and NHIS (National 
Health Interview Survey).

State Health Facts Tool from KFF (Kaiser 
Family Foundation) – This data source 
offers insurance coverage data at the state level 
for both adults and children, differentiating 
between public and private coverage. It also 
covers aspects of access and affordability—such 
as out-of-pocket expenses, cost-related barriers 
to care, and metrics related to medical debt and 
dental visits. Like SHADAC, KFF aggregates 
its data from federal surveys such as the ACS, 
CPS, MEPS, and NHIS. In addition to these 
primary data sources, KFF also incorporates 
administrative data from Medicare and 
Medicaid.

Commonwealth Fund – This is yet another 
data source that reports data at the state level 
but along different, though related, dimensions: 
(1) Access and Affordability (insurance 
coverage, costs, and barriers), (2) Prevention 
and Treatment (use of preventive services and 
care quality), (3) Potentially Avoidable Hospital 
Use and Cost (unnecessary hospital and 
emergency usage with associated spending), 
(4) Healthy Lives (overall health outcomes 
and risk behaviors), and (5) Reproductive Care 
and Women’s Health (maternal, infant, and 
women’s service outcomes, sometimes detailed 
by race and ethnicity).

Use Case 4 - Development of 
Look-Alike Models for Expanding 
Therapy Usage

Objective: Expand drug adoption and usage.

Approach: Focus not on the providers who 
use our drugs, but rather on the environment 
in which these providers operate. Zero in on 
environments similar to those where we have 
experienced great success with providers, and 
avoid environments that resemble those where 
we have not. In short, focus not on the fish, but 
on the fish tank.

Geographic Granularity – The county arguably 
has the right level of resolution to capture the 
environment. This is for two reasons. First, the 
zip code is too granular. Indeed, in countless 
instances, hospitals, medical practices, and 
other providers may operate in one zip code 
while the patients they serve live in nearby 
residential zip codes. This means that operating 
at the zip level would lead us to compare 
professional and residential zip codes as if they 
were separate when they belong to the same 
community. Second, many high-quality data 
sources report data at the county level. Each 
state has, on average, 60+ counties, and a 
county has about 106,000 people on average. 
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These statistics are based on 2020 data: 3,144 counties and 333.29 million people.

From a medical standpoint, there are 4 dynamics at play.

1.	 Demand – The number of people who have the condition or disease that may benefit from our 
therapy.

2.	 Supply – Physicians and hospitals that can deliver the therapy we recommend.

3.	 Lubricant – Payers are the predominant lubricant between patients and providers and play a 
crucial role in ensuring that supply aligns with demand. Without their approval, patients cannot 
receive the therapy prescribed by providers.

4.	 Backdrop – This refers to the fabric as well as the subtle forces at play in the community. These 
include the types of jobs people have, level of education, income and wealth, exercise and 
drinking habits, religious beliefs, access to healthcare, walkability, presence of parks, level of 
pollution, amount of sunshine (as in levels of UV-A and UV-B), and similar factors.

Fig 5 – List of Data Sources in the Public Domain for Developing Look-Alike Models
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A. Demand Data Sources – Epidemiology

The go-to data here is county-level 
epidemiology data (incidence, prevalence, and 
mortality). At the top of the list is the US Census 
ACS (American Community Survey), as it offers 
detailed data on population size, age, racial 
composition, income, and education levels, 
among other variables. It reports data at the 
county level and also at the ZIP level and even 
lower, at the census tract level, depending on 
the variable.

If the disease area we are looking at is cancer, 
ACS (American Cancer Society) and US Cancer 
Stats are excellent choices. SEER, although 
a great source of reliable data, is not our first 
choice, as it reports data for only 37% of the US 
population.

If the disease area is cardiovascular, as in 
coronary heart disease, stroke, heart failure, 
hypertensive heart disease, arrhythmias, 
peripheral artery disease, congenital heart 
disease, valvular heart disease, rheumatic 
heart disease, cardiomyopathies, and the like, 
we recommend the Atlas of Heart Disease and 
Stroke, which is the result of a collaboration 
between WHO (World Health Organization) 
and CDC (Centers for Disease Control and 
Prevention).

B. Supply Data Sources – Physicians, 
Hospitals, Care Centers, and Pharmacies 

NPPES (National Plan and Provider 
Enumeration System) – This data source 
lists all 7 million providers: 5 million individual 
providers, including physicians, NP/PAs, nurse 
practitioners, therapists, and other licensed 
practitioners, and 2 million institutional 
providers, including hospitals, skilled nursing 
facilities, ambulatory care facilities, pharmacies, 
home health agencies and hospices, labs, and 
the like. NPPES indicates, for each provider, 

the name, address, city, state, and ZIP, among 
other things, which allows us to get a count 
of the number of providers by specialty for 
each county. It is managed by the Centers for 
Medicare & Medicaid Services (CMS), a division 
of the U.S. Department of Health and Human 
Services, and is updated on a weekly basis.

AHA (American Hospital Association) 
Fast Facts and AHD (American Hospital 
Directory) – These data sources allow us to 
paint a more nuanced picture of providers as 
they provide information on the number of 
beds, staffing levels, number of admissions, 
outpatient visits, lengths of stay, revenues and 
expenses, EHR adoption, and the like.

Medicare Care Compare – We may also 
leverage data sources from the Medicare Care 
Compare platform, where we can compare not 
only hospitals but also nursing homes (skilled 
nursing facilities), home health agencies, 
hospices, inpatient rehabilitation facilities 
(IRFs), and long-term care hospitals (LTCHs). 
Each type of provider has its own set of quality 
metrics and inspection results. Some of the 
variables include an overall star rating, clinical 
outcomes, inspection results, staffing levels, and 
patient experience.

NICD (National Infusion Center 
Directory) – This is a data source that is 
maintained by NICA (National Infusion Center 
Association) based on self-reported information 
from pharmaceutical companies. It lists all 
the outpatient infusion centers along with 
their locations and the infused drugs that are 
administered at the site, among other things. 
This can help capture the outpatient infusion 
landscape at the county level.

Pharmacy Network – This is a data source 
that tracks pharmacies participating in 
Medicare’s prescription drug programs (e.g., 
Medicare Part D) and allows us to go beyond 
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NPPES by shedding light on the drugs the 
pharmacy carries. Pharmacy Network is a 
companion data source to FRF (Formulary 
Reference File) and SCC (State County 
Contracts) from CMS and describes the 800+ 
contracts between Medicare and individual 
pharmacies (referenced by an NPI) at the 
county level. Indeed, it spells out the terms of 
the formulary in place for each drug, which 
can then be used to zero in on the relevant 
pharmacies when portraying the pharmacy 
picture at the county level for a given disease or 
therapeutic area.

C. Lubricant Data Sources – Health 
Insurance Status

US Census ACS (American Community 
Survey) – This is the go-to data source when 
it comes to health insurance status. That’s 
because the data is collected at the individual 
household member level and indicates whether 
the person has insurance. When the person 
has insurance, it further specifies whether 
the insurance is private (employer-based or 
direct-purchase) or public (Medicare, Medicaid, 
Tricare, VA, Indian Health Service, etc.).

Medicare Enrollment – CMS (Centers for 
Medicare & Medicaid Services) has two separate 
data sources: one for Original Medicare 
and another for Medicare Advantage. Both 
databases provide detailed information on 
enrollment, including the number of enrollees 
for each county, broken down by plan and 
contract.

SHADAC (State Health Access Data 
Assistance Center) – This is another data 
source worth mentioning, although it lacks the 
requisite county granularity and only reports 
health insurance status data at the state level. 
The data is presented in a very straightforward 
and easy-to-use manner. Note that SHADAC 
does not produce the data but rather aggregates 

existing federal surveys such as ACS (American 
Community Survey), CPS (Current Population 
Survey), MEPS (Medical Expenditure Panel 
Survey), and NHIS (National Health Interview 
Survey).

State Health Facts tool from KFF (Kaiser 
Family Foundation) – This is another data 
source that offers insurance coverage data at 
the state level for both adults and children, 
differentiating between public and private 
coverage. It also covers aspects of access and 
affordability — such as out-of-pocket expenses, 
cost-related barriers to care, and metrics 
related to medical debt and dental visits. Like 
SHADAC, KFF aggregates its data from federal 
surveys such as ACS (American Community 
Survey), CPS (Current Population Survey), 
MEPS (Medical Expenditure Panel Survey), 
and NHIS (National Health Interview Survey). 
In addition to these primary data sources, KFF 
also incorporates administrative data from 
Medicare and Medicaid.

Commonwealth Fund – This is yet another 
data source that also reports data at the state 
level but along different, though related, 
dimensions: (1) Access and Affordability 
(insurance coverage, costs, and barriers); 
(2) Prevention and Treatment (use of 
preventive services and care quality); (3) 
Potentially Avoidable Hospital Use and Cost 
(unnecessary hospital and emergency usage 
with associated spending); (4) Healthy Lives 
(overall health outcomes and risk behaviors); 
and (5) Reproductive Care and Women’s 
Health (maternal, infant, and women’s service 
outcomes, sometimes detailed by race and 
ethnicity).

D. Backdrop Data Sources – SDOH 
(Social Determinants of Health)

CHRR (County Health Rankings & 
Roadmaps) – This is a very rich and powerful 
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SDOH data source at the county level. It is a 
collaborative effort led by the Robert Wood 
Johnson Foundation (RWJF) in partnership 
with the University of Wisconsin Population 
Health Institute (UWPHI) and incorporates 
data from sources such as BRFSS (Behavioral 
Risk Factor Surveillance System) to assess and 
compare the overall health of U.S. counties. 
Under its health factors, it includes variables 
spanning the physical environment, social 
and economic factors, clinical care, and health 
behaviors. In its core rankings, CHRR measures 
indicators such as smoking rates, preventable 
hospital stays, income inequality, and air 
quality, which collectively inform overall county 
health outcomes, such as length of life and 
quality of life.

PLACES (Population Level Analysis and 
Community Estimates) – This CDC resource 
is also a valuable data source that reports 
data at the county level. It leverages BRFSS 
(Behavioral Risk Factor Surveillance System) 
data in collaboration with UWPHI (University 
of Wisconsin Population Health Institute) and 
focuses on generating modeled, small-area 
estimates of health outcomes, risk factors, and 
access to care at the county (and even sub-
county) level. It reports data under four areas: 
(1) Disability (cognitive, hearing, vision, etc.), 
(2) Prevention (annual checkup, dental visit, 
mammography, etc.), (3) Health Outcomes 
(obesity, high blood pressure, depression, etc.), 
and (4) Health Risk Factors (smoking, binge 
drinking, physical inactivity, etc.).

SVI (Social Vulnerability Index) – This is a 
county-level data source developed by the CDC 
(Centers for Disease Control and Prevention), 
specifically through its ATSDR (Agency for 
Toxic Substances and Disease Registry). It uses 
U.S. Census data to identify communities that 
may be more vulnerable to external stresses 
such as natural disasters, disease outbreaks, 
or other emergencies. It assesses vulnerability 

along four dimensions: (1) Socioeconomic 
Status (unemployed, no high school diploma, 
no health insurance, etc.), (2) Household 
Characteristics (civilian with disability, 
single-parent households, English language 
proficiency, etc.), (3) Racial & Ethnic Minority 
Status (Hispanic, Black, Asian, etc.), and (4) 
Housing Type & Transportation (mobile homes, 
no vehicle, crowding, etc.).

NEPHTN (National Environmental 
Public Health Tracking Network) – This 
is a very valuable data source as it connects 
health (or the lack thereof) with environmental 
factors. It is managed by the CDC (Centers for 
Disease Control and Prevention) through a 
collaborative effort between the CDC’s NCEH 
(National Center for Environmental Health) 
and ATSDR (Agency for Toxic Substances and 
Disease Registry). This initiative integrates 
data from state, local, tribal, and territorial 
partners to monitor environmental hazards 
and related health outcomes. It tracks variables 
such as air quality, childhood lead poisoning, 
drinking water, drought, pesticide exposure, 
precipitation & flooding, radon, sunlight & 
UV, tornadoes, release of toxic substances, 
unintended carbon monoxide poisoning, and 
more.

NPDB (National Practitioner Data 
Bank) – This is a federal database of reports 
on adverse actions like malpractice payments, 
licensure issues, and clinical privileges. It is 
maintained by the U.S. Department of Health 
and Human Services Office of Inspector 
General. Full disclosure of the identity of 
physicians is available to hospitals and 
physicians but not to the general public (the 
NPI is replaced by an internal physician ID). 
This data source offers information at the 
state level and serves as yet another valuable 
yardstick for comparing geographies.
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Key Takeaways

Here are the key takeaways we’d like to leave you with.

1.	 ​Expand your list of go-to data sources. Include free data sources, as many of them are of 
high quality. They serve two purposes. First, they help answer business questions that we 
would otherwise not be able to address. Open Payments from the Sunshine Act, for example, 
is the only data source that sheds light on the amount of money physicians receive from 
pharmaceutical companies. Second, they help assess the quality of other data sources. They 
serve as yardsticks and help us identify holes, biases, and uncover caveats we would otherwise 
miss.

2.	 You’re not alone in being unaware of these data sources; their obscurity stems precisely from 
the fact that they are free. We call this the “Paradox of the Free.” Because these data sources are 
free, there’s no one to promote them or answer questions about them. As a result, they remain 
dormant until someone stumbles upon them and spreads the word.

3.	 Think outside the box and look beyond advertised uses. For instance, Open Payments from 
the Sunshine Act allows us to get a feel for the activity of reps who call on physicians to 
promote specific drugs across the U.S. Here’s another example. Transparency in Coverage 
(TIC) allows us to gauge the business acumen of physicians, as it reports all the payer networks 
the physicians belong to and the corresponding negotiated reimbursement amounts for each 
procedure.

​As of this writing, the workforce of federal agencies is being gutted one after another. It is very 
possible that some of the data sources we mentioned may no longer be updated, or worse, may be 
taken down entirely. We can only hope this does not happen.

Resources

1.	 CMS data: https://data.cms.gov/

2.	 Open Payments: https://openpaymentsdata.cms.gov/

3.	 National Environmental Public Health Tracking Network (EPH) https://ephtracking.cdc.gov/

4.	 County Health Rankings & Roadmaps (CHRR): https://www.countyhealthrankings.org/

5.	 CDC Fast Facts from National Center for Health Statistics:  https://www.cdc.gov/nchs/fastats/default.htm
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ARTICLE 9

Looking Beyond Hype: Using AI to Drive Business 
Impact for Brand and Sales Leaders
Vineet Rathi, Principal, Axtria Inc.

Abstract: Artificial intelligence (AI) has been part of the pharmaceutical industry for several years. However, 
some life sciences companies remain stuck and have yet to find a way to move beyond the hype. Now, they 
find themselves with AI initiatives seemingly destined to fail. This has become an all too familiar and critical 
issue, thanks to an increasingly competitive healthcare landscape. Moving beyond the hype requires a 
strategic approach to AI adoption that ensures sustainable success.

More specifically, brand and sales leaders are under immense pressure to be more productive and to make 
better-informed decisions. They know AI is a game-changer, but without proof of a successful program, it 
becomes difficult to justify its use. In this paper, the author examines how pharmaceutical leaders can prove 
success by implementing AI correctly from the get-go, thereby leveraging it to drive meaningful business 
impact and finally moving beyond the hype.

Introduction

As brand and sales leaders face increasing 
pressure to enhance productivity, improve 
decision-making, and deliver measurable 
outcomes, artificial intelligence (AI) has 
emerged as a potential game-changer. However, 
the jury is still out on the effectiveness and 
business impact that AI is driving. Navigating 
the landscape of AI adoption often entails 
separating hype from actionable opportunities. 
This paper examines how pharmaceutical 
leaders can leverage AI to drive meaningful 
business impact, moving beyond exaggerated 
claims to implement strategic, data-driven 
solutions.

Understanding AI’s Role in 
Pharmaceuticals

Within the pharmaceutical sector, AI 
applications now span a myriad of use cases, 
including drug discovery, clinical trials, 
marketing, sales optimization, and patient 
engagement. No matter what the use case is, 
business leaders must show a reason why they 

need AI. To do that, they must identify key 
drivers, relay the significance, recognize the 
differences in use cases, and understand the 
barriers to implementation and adoption.

Key Drivers

There are several forces of change in the 
pharmaceutical industry: the emergence of 
more specialty therapies, the increased focus 
on commercial design strategies for organized 
customer groups, changing market access 
dynamics, enhanced leverage of patient-
focused data and insights, and pressures due 
to the Inflation Reduction Act, among others. 
These drivers mean leaders must be ready to 
solve three critical needs in any life sciences 
undertaking – speed, personalization, and 
intelligence.

Need for “Speed” is critical throughout 
the product lifecycle, from research and 
development to launch and throughout 
the exclusivity period. Increased pressure 



99

to reduce the timelines in each phase of 
the product lifecycle results in companies 
turning their focus on AI as a key lever to 
accelerate the entire process.

Speed is also crucial to meeting customer 
and stakeholder needs throughout the 
value chain. Patients, providers, and 
payers are all demanding agility and 
higher responsiveness throughout the 
continuum of the patient journey and all 
related healthcare processes, making AI a 
critical need.

Need for “Personalization” of the 
customer and patient experience has 
become a must-have. Without exception, 
the field force must know what customers 
and patients need, when they need it, and 
how to deliver it to a “segment of one.” 
The variety of customer types (e.g., HCPs, 
hospitals, IDNs, payers) further amplifies 
the need to bring personalization in 
customer engagement strategies given 
the unique objectives and priorities of 
different customer stakeholders. The 
same is true of treatment plans. Gone 
are the days of one-size-fits-all therapies. 
The technological advancements 
made possible by AI have enabled the 
development of personalized therapies 
and treatment plans designed for a 
patient’s specific needs.

Need for “Intelligence” is becoming critical 
as there is a vast amount of data getting 
generated in the healthcare ecosystem, and 
stakeholders are getting overwhelmed with the 
flood of information, which often providing 
conflicting or incomplete information. The 
challenge lies in finding ways to extract 
actionable intelligence from it and establish 
“trust” that its insights are valid. The need 
for agile intelligence when making decisions 
is becoming critical for all pharmaceutical 

stakeholders, and that is amplifying the 
importance of AI.These key drivers have 
created a more urgent need for companies to 
leverage AI across the entire value chain, from 
pre-discovery to post-discovery. Life sciences 
leaders have seen the evidence that, compared 
to traditional methods, AI-infused approaches 
can bring significant agility and added value.

Significance

Pharma sales and brand leaders are looking 
beyond the hype. They are demanding AI use 
cases they can industrialize to drive measurable 
impact and business outcomes. The reason is 
clear –  Pharma companies that industrialize 
AI use cases across their organizations have the 
potential to double their operating profit. 

Key Applications of AI for Brand and 
Sales Leaders

For brand and sales leaders, AI can be a 
powerful tool for personalizing marketing 
strategies, optimizing sales operations, and 
enhancing patient and customer engagement. 
Key applications for AI in the pharma 
commercial space include:

•	 Predictive Analytics 
Predictive analytics leverages historical 
data and various influencing parameters 
to forecast future trends and behaviors. 
By analyzing physician prescribing 
patterns, patient demographics, and 
market dynamics, AI tools can predict 
which products are likely to succeed in 
specific regions. The results enable sales 
teams to allocate resources more efficiently 

The expected AI/ML - and GenAI-driven gain in the 
operating profits of pharma companies worldwide 
by 2030 is over $250 Billion.1
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and prioritize high-potential accounts. 
Moreover, real-time updates help adjust 
strategies dynamically, ensuring optimal 
outcomes.

Selecting the right AI model for various 
predictive analytics tasks is key to 
managing the temporal nature of 
pharmaceutical data, which often involves 
complex, time-dependent patterns. 
Pharmaceutical sales data, for example, 
may be influenced by factors such as 
seasonal trends, regulatory changes, or 
product life cycle stages, necessitating 
models that can effectively capture 
these dynamics. When dealing with rare 
diseases or specialty drug launches, where 
data is sparse or events are infrequent, 
strategies like transfer learning, anomaly 
detection, or synthetic data generation 
can help enhance model performance. 
Additionally, incorporating market events 
and competitive dynamics into AI models 
requires integrating real-time external 
data, such as competitor activities, market 
shifts, or healthcare policy changes. 
Techniques like causal inference and 
scenario modeling can help assess the 
impact of these factors on sales forecasts, 
allowing pharmaceutical companies to 
adapt to changing market conditions and 
optimize their commercial strategies.

•	 Patient and Customer Segmentation 
AI-driven segmentation surpasses 
traditional demographic-based approaches 
by incorporating behavioral, psychographic, 
and contextual data. Advanced clustering 
algorithms can uncover hidden patient 
and customer segments, enabling tailored 
targeting and messaging that resonates 
with specific needs. Generative AI (GenAI) 
can further personalize outreach by 
creating custom messaging templates for 
distinct patient and customer segments, 

ensuring alignment with their unique 
preferences.

•	 Productivity Enhancement for  
Field Roles 
AI- and GenAI-powered insights and 
coaching guidance are particularly useful 
levers for improving the effectiveness of 
one of the most significant investments 
most pharmaceutical companies make—
their field roles. AI-powered analytics can 
provide real-time insights into healthcare 
provider preferences, prescribing 
behaviors, and patient outcomes, enabling 
sales reps to personalize their interactions 
and tailor their pitches to specific needs. 
Additionally, AI tools can optimize territory 
management, call planning and dynamic 
targeting helping reps prioritize high-
potential accounts and allocate resources 
more efficiently. As a result, AI not only 
increases the efficiency and effectiveness 
of field roles but also enhances the overall 
impact of sales and medical outreach, 
driving better results for pharmaceutical 
companies.

•	 Sentiment Analysis 
Understanding customer sentiment is 
crucial for pharmaceutical brands aiming 
to build trust and loyalty. Sentiment 
analysis uses natural language processing 
to interpret text data from surveys, reviews, 
or online platforms. By identifying positive, 
neutral, or negative sentiments, brands can 
proactively gauge public perception and 
address concerns. GenAI tools enhance 
sentiment analysis by generating detailed 
summaries of trends and proposing 
responses to negative feedback, improving 
crisis management strategies.

•	 Chatbots and Virtual Coaches 
AI-powered chatbots are evolving from 
supporting basic inquiries to more 
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advanced virtual coaches, able to help different user personas, such as field representatives, 
sales and brand leaders, or commercial strategy and operations teams. These virtual coaches 
help users understand the “why” behind the insights and provide directional guidance on 
potential next actions. These tools enhance customer experience and free up human resources 
for high-value tasks. GenAI technologies have advanced chatbot capabilities, enabling more 
natural and context-aware conversations. 

•	 Competitive Intelligence 
AI tools aggregate and analyze market data to provide competitive intelligence, helping brands 
stay ahead in a dynamic environment. Pharmaceutical leaders can adapt their tactics by 
monitoring competitor activities, pricing strategies, and promotional campaigns to maintain a 
competitive edge. Generative AI can assist in generating detailed competitor analysis reports, 
reducing the time required for manual research.

The list above is by no means exhaustive, and many new use cases emerge daily; however, pharma 
and life sciences leaders must remember – not all use cases are equal. This illustration shows how 
some use cases in the industry are faring with user adoption:

AI Trends in Pharma Commercial Excellence Value Chain
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III. Key Barriers to Implementation and Adoption 
Despite its transformative potential, the industry must know how to address challenges when 
integrating AI into operations. These roadblocks run the gamut from data silos to regulatory compliance 
to ethical considerations. In fact, some AI initiatives at pharma companies fail to move beyond the proof 
of concept or pilot stage for several reasons: 

1. Lack of a well-defined business objectives and lack of stakeholder alignment 
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Key Barriers to Implementation 
and Adoption

Despite its transformative potential, the 
industry must know how to address challenges 
when integrating AI into operations. These 
roadblocks run the gamut from data silos to 
regulatory compliance to ethical considerations. 
In fact, some AI initiatives at pharma 
companies fail to move beyond the proof of 
concept or pilot stage for several reasons:

1.	Lack of a well-defined business 
objectives and lack of stakeholder 
alignment

AI programs and use cases are often created 
without full due diligence around expected 
business outcomes. Putting more focus on 
technology leads to complexity, which makes 
it cumbersome for key business stakeholders, 
like field, sales, and brand leadership, to 
understand the objectives and outcomes. The 
industry needs to avoid taking shortcuts due 
to the “fear of missing out” phenomenon.

2.	Data quality and integration

AI systems rely on high-quality, structured 
data for accurate predictions. However, 
pharmaceutical companies often face data 
silos and inconsistencies across departments. 
Integrating diverse sales, marketing, and 
clinical operations datasets into a unified 
platform requires significant investment and 
expertise.

The use of AI in pharmaceutical commercial 
analytics faces several data-related challenges 
that need to be addressed for effective 
implementation. One key requirement is the 
establishment of robust data architectures, 
such as data lakes, that can handle the 
integration of real-time data from diverse 
sources like sales transactions, customer 
interactions, market access and external 

market data. Pharmaceutical companies need 
to manage large volumes of structured and 
unstructured data, ensuring that it is easily 
accessible and standardized for AI model 
training and analysis. A data lake architecture 
allows for the storage of both raw and 
processed data, facilitating real-time analytics 
and decision-making. However, integrating 
real-time data from multiple sources often 
involves overcoming challenges related to 
data silos, inconsistent formats, and varying 
update frequencies. Another challenge is 
managing unstructured data, especially 
from field interactions like sales reps’ 
notes, emails, or voice recordings. Natural 
language processing (NLP) and advanced text 
analytics can be applied to extract valuable 
insights from this unstructured data, but 
ensuring data quality and relevance remains 
a significant hurdle. Strategies like data 
labeling, categorization, and the use of AI 
to detect patterns in field interactions can 
help organizations unlock the value of this 
unstructured data and incorporate it into 
commercial decision-making. 

In today’s world of Generative AI, a 
company’s data strategy must also focus on 
building and maintaining GenAI-specific data 
assets and structures. To build GenAI-Ready 
Datasets (GRDs), one must also design and 
develop the right processes around creating, 
maintaining, and tweaking/enriching such 
GRDs over time. 

Addressing these data challenges is critical 
for the successful use of AI in pharmaceutical 
commercial analytics, enabling more accurate 
predictions and enhanced business strategies.

3.	Regulatory compliance

Pharmaceutical companies operate under 
stringent regulatory frameworks. The 
use of AI must comply with ironclad 
governmental rules, such as the Health 
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Insurance Portability and Accountability 
Act (HIPAA) in the United States and the 
General Data Protection Regulation (GDPR) 
in the European Union. Further regulations 
and guidelines by the U.S. Food and Drug 
Administration (FDA) ensure data privacy 
and ethical practices. Non-compliance can 
lead to high-cost legal implications and an 
overall risk to brand perception.

Addressing the challenges of using AI in the 
pharmaceutical industry requires careful 
attention to data governance, particularly 
when it comes to maintaining data lineage 
for regulatory compliance. Companies must 
ensure that their data is traceable, auditable, 
and accurate to meet strict compliance 
standards set by regulatory bodies. Data 
lineage, which tracks the origin, movement, 
and transformations of data throughout 
its lifecycle, is crucial to demonstrate 
transparency and accountability in AI-driven 
decisions, especially when those decisions 
impact drug development, sales, or patient 
safety. Failing to maintain proper data 
lineage can lead to compliance risks, legal 
challenges, and damage to the company’s 
reputation. As a result, investing in the 
right data platform is essential. A robust 
platform that supports data lineage not only 
enables seamless tracking of data but also 
ensures data integrity, facilitates audits, and 
simplifies compliance reporting. Additionally, 
such platforms allow for better integration 
and management of diverse data sources, 
ensuring that pharmaceutical companies 
can leverage AI while meeting the necessary 
regulatory requirements.

4.	Change management

Introducing AI into pharmaceutical sales 
and brand management requires a cultural 
transformation within the organization. 

Resistance to change is common, particularly 
due to concerns over accuracy, a lack of 
familiarity with emerging technologies 
or job displacement. To overcome this, 
effective change management strategies 
are crucial. This includes comprehensive 
training programs to upskill employees, 
along with proactive communication and 
stakeholder engagement to build trust 
and alignment. A key component of this 
trust-building is ensuring transparency 
and clarity around how AI-generated 
insights and recommendations are derived. 
Demonstrating the reliability and accuracy 
of AI-driven results through clear validation 
processes can foster confidence among sales 
and brand stakeholders. By addressing 
concerns, educating on AI’s role, and 
showcasing its value, organizations can 
drive adoption, ensuring that AI integration 
enhances decision-making and maximizes 
return on investment, rather than creating 
fear or disruption.

5.	 Algorithm transparency

AI algorithms often function as “black 
boxes,” making it challenging to interpret 
their decision-making processes. This lack 
of transparency raises concerns among 
stakeholders, particularly in a highly 
regulated industry like pharmaceuticals. 
Ensuring algorithm explainability is crucial 
to building trust and enabling informed 
decision-making, particularly when these 
models are used to make critical commercial 
recommendations. 

Implementing robust model governance 
frameworks is necessary to strike a 
balance between technical accuracy and 
regulatory compliance. These frameworks 
typically include clear guidelines on model 
development, validation, and deployment, 
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ensuring that AI models not only meet 
the required performance standards 
but also adhere to industry regulations. 
Additionally, companies may employ 
validation protocols like cross-validation, 
sensitivity analysis, and explainability 
methods to assess model reliability and 
interpretability. Standard metrics, such as 
errors, variances, mean absolute error, etc., 
should be tracked, and models should be 
tweaked as needed. This helps ensure that 
commercial recommendations are based on 
sound data and are justifiable in the context 
of regulatory scrutiny. Validation processes 
might also include testing models against 
historical data, comparing predictions 
with real-world outcomes, and conducting 
SME (subject matter expert) reviews, all of 
which contribute to building trust in the AI 
system. By adhering to these governance 
and validation protocols, pharmaceutical 
companies can foster confidence in their AI-
driven decisions and mitigate potential risks 
related to transparency and compliance.

Overall, lessons from the AI journeys of 
multiple pharmaceutical companies can help 
reduce implementation and adoption barriers. 
Lessons learned include:

•	 Privacy matters: Ensuring data privacy is 
a top priority, especially when dealing with 
sensitive health and patient information. 
Maintaining compliance with regulations 
like GDPR and HIPAA is crucial to avoiding 
legal issues and building trust with 
stakeholders.

•	 Misaligned incentives: There can be a 
disconnect between various stakeholders 
(e.g., data scientists, business leaders, and 
regulatory bodies), leading to conflicting 
goals. Aligning incentives early in the 
process ensures smoother project execution 
and a shared understanding of objectives.

•	 Preference for simplicity and 
common sense: While AI can be 
powerful, simple solutions often yield the 
best results in pharmaceutical commercial 
projects. Complex algorithms or overly 
technical approaches can backfire if they 
aren’t intuitive or they fail to address core 
business needs.

•	 Shiny New Object Syndrome: It’s easy 
to get distracted by the latest AI trends or 
technologies. However, focusing on real-
world applicability and proven tools rather 
than chasing the “next big thing” is vital 
for achieving practical and sustainable 
outcomes.

•	 Rushing into an implementation 
without ensuring adequate 
infrastructure capabilities and 
governance exist: Implementing AI 
without a solid technological infrastructure 
or governance framework can lead to 
inefficiencies, errors, and security risks. 
Ensuring robust systems are in place first 
will pave the way for smoother, more 
effective deployment.

•	 Focus on customer-centered 
engagement: AI should enhance, not 
replace, customer interactions. Keeping 
the customer experience at the forefront 
ensures that AI tools add real value by 
improving engagement, personalization, 
and service delivery.

Strategies for Successful AI 
Adoption

Clearing the hurdles outlined above is still only 
half the AI battle. Companies cannot justify an 
AI initiative unless it can be industrialized and 
scaled across adjacent departments, brands, 
and use cases. Only then can the true business 
impact of AI be realized. To reach that stage, 
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firms must take advantage of a blueprint for 
success – a concise, step-by-step strategy for 
scalability and adoption.  

1.	Define clear business objectives

Pharmaceutical leaders must identify specific 
business problems that AI can address. 
Whether improving sales forecasting or 
enhancing customer engagement, clearly 
defined objectives ensure focused efforts and 
measurable outcomes.

2.	Foster collaboration

Effective cross-functional collaboration 
between sales, brand, marketing, IT, and 
market access teams is vital to aligning 
AI initiatives with broader business 
objectives. Creating interdisciplinary task 
forces helps break down silos, ensuring 
seamless communication and cooperation. 
This approach not only streamlines the AI 
implementation process but also drives 
scalability and accelerates adoption across the 

organization, ensuring that AI solutions are 
integrated effectively and deliver maximum 
value.

3.	Choose the right AI partner

Collaborating with reputable AI vendors or 
consulting firms can accelerate adoption 
while minimizing risks. Evaluating potential 
partners based on their consulting and 
platform expertise, track record, and 
compliance standards is critical to ensuring 
long-term success.

4.	Create a business outcome focused 
roadmap

Creating a well-defined roadmap will ensure 
that each AI initiative is tied to the overall 
big picture and company objectives. Having 
a roadmap also helps define measurable 
picture of success and ensure that corrective 
actions are taken sooner rather than later. An 
example of a typical AI journey roadmap for 
targeting is shown below:

Source: Axtria Inc.
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V. Opera?onalizing AI at Scale: Implementa?on Framework 
 

For AI to be successfully implemented, a structured framework is essential to ensure the 
accuracy, compliance, and scalability of AI models. This framework should cover key areas such 
as model development, data infrastructure, system integration, testing, and performance 
monitoring. 
 

1. Model Development Lifecycle Management 
A structured approach to the model development lifecycle (MDLC) is critical to ensure AI 
models are developed, tested, deployed, and maintained effectively. 

 
§ Model Design & Selection: Choose appropriate AI techniques (e.g., deep 

learning, reinforcement learning) depending on the task (e.g., classification, 
regression, prediction). 

§ Model Training & Optimization: Train the model using large-scale datasets 
and optimize it using techniques like hyperparameter tuning, cross-
validation, etc. Once a model is in production and is being used, over time, 
to sustain or better the quality of outputs, it needs to be (re)trained, fine-
tuned (possibly needing adjustments to hyperparameters), etc.  
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Operationalizing AI at Scale: 
Implementation Framework

For AI to be successfully implemented, a 
structured framework is essential to ensure 
the accuracy, compliance, and scalability of AI 
models. This framework should cover key areas 
such as model development, data infrastructure, 
system integration, testing, and performance 
monitoring.

1.	Model Development Lifecycle 
Management

A structured approach to the model 
development lifecycle (MDLC) is critical 
to ensure AI models are developed, tested, 
deployed, and maintained effectively.

	» Model Design & Selection: Choose 
appropriate AI techniques (e.g., deep 
learning, reinforcement learning) 
depending on the task (e.g., classification, 
regression, prediction).

	» Model Training & Optimization: Train 
the model using large-scale datasets 
and optimize it using techniques like 
hyperparameter tuning, cross-validation, 
etc. Once a model is in production and is 
being used, over time, to sustain or better 
the quality of outputs, it needs to be (re)
trained, fine-tuned (possibly needing 
adjustments to hyperparameters), etc. 

	» Model Evaluation: Evaluate model 
performance using key metrics (e.g., 
precision, recall, F1-score) and validate it 
using unseen data to ensure robustness 
and generalization.

	» Computationally intensive models need 
specialized hardware (GPUs, TPUs, etc.) 
to bring response times to an acceptable 
level, while others work off regular 

conventional hardware. Of course, this 
leads to cost, resourcing, and other 
factors. These are important factors that 
must be considered when selecting a 
model.

2.	Data infrastructure

Building a robust data infrastructure is 
foundational to AI success. A key component 
of this is data acquisition, which plays a 
critical role in shaping the data strategy. 
Ensuring access to the right data—whether 
from internal systems, external sources, 
or real-time inputs—is vital for AI success. 
Alongside data acquisition, data cleansing, 
integration, lineage and governance practices 
are essential to maintain high-quality, 
actionable data. 

Pharmaceutical companies must focus on not 
just acquiring data, but also on extracting 
optimal value from their data investments. 
By implementing strong data governance 
and integration frameworks, organizations 
can ensure that their AI initiatives are fueled 
by accurate, timely, and relevant data, 
maximizing their potential impact, adoption 
and scalability

3.	Intuitive user interface

Designing an intuitive UI for AI models 
requires tailoring the interface to the needs 
of different user types, such as power users 
and regular business users, by leveraging 
principles of user-centered design and 
information architecture. For power users, 
who are more familiar with data and model 
intricacies, the UI should support advanced 
features like customizable dashboards, data 
drill-downs, and interactive visualizations 
that allow users to explore model predictions, 
adjust parameters, and perform complex 
queries through dynamic interfaces. It should 
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incorporate data widgets, filtering options, 
and advanced analytics tools for in-depth 
interaction. In contrast, for regular business 
users, the interface should focus on simplicity 
and clarity, offering data-driven visualizations 
with intuitive navigation. Use of call-to-action 
buttons, tooltips, and onboarding tutorials 
can help guide users without overwhelming 
them with technical jargon. Employing 
a responsive design ensures that the UI 
adapts across different devices. Additionally, 
applying iterative design through user 
feedback loops and conducting regular 
usability testing ensures the interface evolves 
based on user needs, enhancing accessibility 
and adoption for all user levels.

4.	System Integration

Integrating AI solutions with existing systems 
is crucial for seamless operation and minimal 
disruption. Proper integration allows AI 
models to ingest and process data, perform 
predictions, and send results back to the 
relevant systems, making AI truly functional 
within the organization. System Integration 
techniques include API-based integration, 
batch integration, cloud service integration 
and microservices architecture i.e. develop AI 
models as microservices, making it easier to 
scale and integrate with existing systems. This 
approach allows for modular development, 
testing, and deployment.

5.	Testing and Performance Monitoring

AI model testing best practices involve a 
systematic approach to ensure accuracy, 
reliability, and compliance. First, it’s essential 
to define clear testing objectives, including 
performance metrics like precision, recall, 
and F1 score, based on the model’s intended 
use. Cross-validation should be employed to 

evaluate generalizability and prevent overfitting. 
Testing should include edge cases and real-
world scenarios to assess robustness. It’s crucial 
to test for bias and fairness, ensuring the model 
doesn’t produce discriminatory or unethical 
results. Additionally, thorough integration 
testing ensures the model works seamlessly 
with existing systems and data pipelines. 

Finally, continuous monitoring, performance 
tracking and change management should be 
established post-deployment to detect model 
drift and allow for periodic updates and 
retraining. Regular performance evaluations 
and updates ensure that the model remains 
aligned with business objectives and regulatory 
requirements, fostering long-term reliability 
and trust.
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Quantitative success metrics are essential for measuring AI implementation success, offering concrete 
insights into both performance and business impact. Model performance metrics such as precision, 
recall, F1 score, and accuracy assess how well the AI model predicts outcomes and avoids errors. System 
performance indicators like latency, throughput, and error rates measure the efficiency and reliability of 
the model in production. User adoption metrics, including active users, session duration, and retention 
rate, track how widely and effectively the model is being used. Finally, return on investment (ROI) 
calculations, considering cost savings, revenue generation, and time savings, evaluate the financial 
success of AI deployment. Together, these metrics provide a comprehensive view of how well an AI 
model performs and its value to the organization. 
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Quantitative success metrics are essential for 
measuring AI implementation success, offering 
concrete insights into both performance and 
business impact. Model performance metrics 
such as precision, recall, F1 score, and accuracy 
assess how well the AI model predicts outcomes 
and avoids errors. System performance 
indicators like latency, throughput, and error 
rates measure the efficiency and reliability of 
the model in production. User adoption metrics, 

including active users, session duration, and 
retention rate, track how widely and effectively 
the model is being used. Finally, return on 
investment (ROI) calculations, considering 
cost savings, revenue generation, and time 
savings, evaluate the financial success of AI 
deployment. Together, these metrics provide a 
comprehensive view of how well an AI model 
performs and its value to the organization.

AI presents an unparalleled opportunity for 
pharmaceutical brand and sales leaders to 
drive business impact. By focusing on practical 
applications, addressing implementation 
challenges, and abiding by ethical principles, 
organizations will harness AI’s potential 
to transform operations and deliver value 
to patients, physicians, and shareholders. 
Generative AI adds another layer of capability, 
enabling more creative and adaptive solutions. 
Moving beyond the hype, a strategic approach 
to AI adoption ensures sustainable success in an 
increasingly competitive landscape.
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